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Science is at a pivotal moment in which we are reexamining how basic

research is funded by the public and private sectors; seeking alternative

ways for science to inform policy in the wake of the Chevron Doctrine

being overturned; and exploring how science must be implemented at

scale for meaningful impact in different contexts at the local, regional,

national, and global levels.

Propose a session or workshop for the 2026 AAAS Annual Meeting!

Visit aaas.org/meetings for more information.
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White House’s sweeping, chaotic dismissals 
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812 Researchers seek lessons from 
animals’ growing pains
Studies reveal common patterns of 
adolescence in chimps, elephants, and 
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Batteries based on sodium could aid a future 
green energy economy—if they can match 
lithium batteries’ performance  
By R. F. Service
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points to neutron star mergers
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foreign aid freezes
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can be studied scientifically  
By K. Andrews et al.
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bacteria to evolve increased adaptability  
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Semiconductor particles are fused to make a 
thermoelectric cooler  By L. Perren and M. Yarema
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revive an unconscious companion 
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are needed  By E. Deelman et al.
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832 The perils of labor
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consequences of work  By C. Gainty
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By M. J. Navarrete Méndez et al.
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818 Cutting AI down to size
Many artificial intelligence models are 
power hungry and expensive. Researchers 
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Submit an essayby3/15/25 to enter towin $25K.

The Science & PINS Prize seeks to recognize researchers who ask fundamental questions in the

field of neuromodulation. It is awarded to scientists who conduct research at the intersection

between engineering and clinical neurology to develop innovative neuromodulation approaches to

advance our understanding of human health and disease or to guide therapeutic interventions.

To enter, just write a 1000-word essay about your research performed in the last three years.

The Grand Prize winner will be presented a US$25,000 award, as well as have their essay published
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evolvability  M. Barnett et al.
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Antiviral signaling of a type III 
CRISPR-associated deaminase  
Y. Li et al.
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842 Reviving-like prosocial behavior 

in response to unconscious 
or dead conspecifics in rodents  
W. Sun et al.
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843 A neural basis for prosocial 
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individuals  F. Sun et al.

RESEARCH ARTICLE SUMMARY; FOR FULL 
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844 Immunology
Disease diagnostics using 
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T cell receptor sequences  
M. E. Zaslavsky et al.
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845 Thermoelectrics
Interfacial bonding enhances 
thermoelectric cooling in 3D-printed 
materials  S. Xu et al.
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Simulating 500 million years 
of evolution with a language model  
T. Hayes et al.
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Hidden cascades of seismic 
ice stream deformation  
A. Fichtner et al.

864 Metallurgy
Magnetic modulation of keyhole instability 
during laser welding and additive 
manufacturing  X. Fan et al.
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Nickel promotes selective ethylene 
epoxidation on silver  A. Jalil et al.
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Visible light–triggered depolymerization of 
commercial polymethacrylates  
H. S. Wang et al.
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Material-like robotic collectives with 
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M. R. Devlin et al.
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three-dimensional structures with Ph2SCN2 
Q. Sun et al.
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Neuronal FAM171A2 mediates a-synuclein 
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K.-M. Wu et al.

ON THE COVER

Researchers have developed a deep learning 
protein language model, ESM3, that enables 
programmable protein design. This illustra-
tion depicts users lining up to input prompts 
at a console attached to a machine that 

represents the language 
model. Three large 
funnels represent inputs 
from public databases 
of protein sequences, 
structures, and func-
tional annotations. See 
page 850. Image: Adam 
Simpson/Heart Agency
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arlier this month, the Trump administration 

set off a frenzy in the US scientific community 

when the National Institutes of Health (NIH) 

announced that indirect cost reimbursement 

for federally funded research would be capped 

at 15%, a drastic cut from a usual range of 50 to 

70%. In the American system, a federal research 

grant comes with one component that pays the direct 

costs of research—covering salaries of the researchers 

and supplies and equipment they use—and a so-called 

indirect component that represents the government’s 

contribution to facilities and administration—the over-

head necessary to do the work. The indirect contribu-

tion does not cover everything needed to support the 

research; the remainder is provided 

by the university. This agreement 

between higher education and the 

government has been a hallmark of 

the funding system for 70 years. The 

scientific community must unite in 

speaking out against this betrayal 

of a partnership that has enabled 

American innovation and progress. 

In rough terms, for every dollar 

spent on the planning and execution 

of research, another dollar is needed 

for not only the laboratory facility 

costs but also the support staff (in-

cluding not just financial adminis-

trators but also people who handle 

radiation and chemical safety) and 

systems to administer the grants and ensure that the 

research follows government guidelines and expendi-

tures are accounted for. The support staff has grown 

over the years, but that is because the government has 

increased the number and complexity of requirements 

that ensure that the money is properly spent.

The cost of overhead has typically been split about 

equally between the government and the institutions. 

Thus, if the indirect rate was 50%, then for every dol-

lar of direct research expense, an additional 50 cents 

in indirect support would come from the government 

and 50 cents from the institution. Lowering the indi-

rect rate to 15% would cut the overall federal support 

budget by 35 percentage points, leaving the univer-

sity to cover the rest. For example, if an institution 

has $200 million in NIH support for direct costs, then 

at a 50% indirect cost rate, the indirect support from 

the government and the institution would each be 

$100 million. Thus, the total federal funding would 

be $300 million. Abruptly cutting the indirect rate to 

15% would decrease the government’s contribution to 

support costs to $30 million. That’s a removal of $70 

million from the total federal investment.

Such an unforeseen and immediate hit to the bud-

get doesn’t leave the institutions with many options 

to make up the difference. They likely will have to cut 

other academic programs as well as raise revenue by 

increasing tuition fees and squeezing philanthropy for 

more donations. These two sources are unlikely to pro-

vide enough to fill the hole quickly, if at all. And it will 

be difficult to lose support staff while remaining in com-

pliance with federal regulations. Violations can lead to 

sanctions that could further endan-

ger federal funds or at least lead to 

public shaming. Perhaps, universi-

ties will have to walk away from fed-

erally funded programs altogether 

to lower the administrative burden. 

Either way, these cuts to federal 

funding threaten to cause enormous 

economic damage as well, especially 

in the states where these universities 

are located. In many states, includ-

ing Alabama, Pennsylvania, and Mis-

souri, an academic medical research 

center is the largest employer.

It is a misnomer to call these funds 

indirect costs. They are essential to 

the safe and ethical performance 

of research. The environment in which research is 

conducted is highly specialized and costly. The gov-

ernment’s share is not a giveaway. Rather, it is an in-

vestment in the research infrastructure of the country. 

That partnership is now being broken and will lead to 

a further erosion in American leadership in science and 

technology at the very time it is needed most to com-

pete worldwide.

These cuts should be a rallying cry for higher educa-

tion to come together to make the case for the American 

system of research and teaching. Leaders have an op-

portunity to step forward and marshal their campuses 

in the effort. Conflicts between faculty and administra-

tors, no matter how justifiable, should be set aside to 

focus attention on this ruthless takedown of academia. 

All disciplines will be affected by these cuts, not just sci-

ence. This is a moment to unite.

–H. Holden Thorp

A direct hit

H. Holden Thorp

Editor-in-Chief, 

Science journals. 

hthorp@aaas.org

Published online 11 February 2025; 10.1126/science.adw6467

“…cuts to 
federal funding 

threaten to 
cause enormous 

economic 
damage…”



808   21 FEBRUARY 2025 • VOL 387 ISSUE 6736 science.org  SCIENCE

P
H

O
T

O
: 

A
L

E
X

 B
R

A
N

D
O

N
/A

P

NEWS
I N  B R I E F

Edited by 

Jeffrey 

Brainard

accessing promised funds. And in 

some cases, they said, the fund-

ing thaw does not matter because 

it is impossible to restart research 

projects.

NIH GRANTS THAW  The U.S. 

National Institutes of Health 

(NIH), the nation’s largest single 

source of nondefense research 

funding, last week lifted a freeze 

on issuing new grants and fund-

ing continuing ones. The agency 

started the pause early this month 

to review the awards, checking for 

compliance with Trump’s orders 

barring federal funds for diversity, 

equity, and inclusion, and other 

topics. But in a 12 February memo, 

NIH acknowledged the stoppage 

violated two court orders sus-

pending Trump’s order in January 

that froze all federal funding, 

according to the news site Popular 

CHRONIC DISEASE PUSH  After 

the U.S. Senate narrowly con-

firmed Robert F. Kennedy Jr. as 

secretary of the Department 

of Health and Human Services 

(HHS) on 13 February on a mostly 

party-line vote, Trump created 

a new commission to advance 

one of Kennedy’s key priorities: 

preventing chronic diseases. 

Trump directed the Make America 

Healthy Again Commission to 

deliver a strategy focused on 

childhood chronic diseases within 

180 days. Skeptics worry the 

panel, composed of Cabinet sec-

retaries and other high-ranking 

administration officials, will 

serve as a vehicle for amplifying 

Kennedy’s views on the dangers 

posed by vaccines and other 

treatments, views many scientists 

say are not supported by evi-

dence. Kennedy has also called 

for investigating conflicts of inter-

est between officials at federal 

health agencies and pharmaceu-

tical companies.

 

AID FREEZE REVERSED  A judge 

issued a temporary injunction on 

13 February blocking the Trump 

administration’s blanket freeze on 

foreign aid, which has halted the 

distribution of food and medicines 

and interrupted clinical trials and 

other types of research in many 

countries. In a lawsuit brought 

by government contractors and 

others, U.S. District Court Judge 

Amir Ali ruled that the freeze has 

caused “irreparable harm” and 

lacked adequate justification. But 

as Science went to press, groups 

supported by the U.S. Agency 

for International Development 

and other federal agencies said 

they were still having difficulty 

TRUMP TRACKER

Judges, critics push back against a whirlwind of science actions 
As President Donald Trump’s administration fired numerous researchers at U.S. agencies (see story, p. 810), 

other White House efforts to overhaul government spending and policy drew criticism from scientists 

and some restrictions from federal judges. (Follow breaking news about the administration’s decisions 

affecting research at https://scim.ag/TrumpAdmin.)

Information. Some NIH grantees 

say they are still unclear whether 

their award money will arrive.

GENDER CRITICISM  The admin-

istration has directed the U.S. 

Centers for Disease Control and 

Prevention (CDC) and the Food 

and Drug Administration (FDA) to 

place a notice condemning “gender 

ideology” on web pages the White 

House says “inculcate or promote” 

that ideology. The pages were taken 

offline on 31 January in response 

to an administration memo, but 

on 11 February a federal judge 

ordered they be restored. Some of 

the web pages include data sets, 

such as CDC’s Youth Risk Behavior 

Surveillance System, widely used 

by public health researchers. 

The required notice—which was 

reported by The Washington Post 

and appears on several restored 

CDC and FDA pages—states that 

any information “promoting gender 

ideology is extremely inaccurate 

and disconnected from the immu-

table biological reality that there 

are two sexes, male and female.” 

That statement is scientifically 

inaccurate, many researchers say. 

Robert F. Kennedy Jr. (right) was 

sworn in last week in the Oval Office 

as the top U.S. health official.
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Threats to peatlands mapped
CONSERVATION |  In their soggy, acidic 

soil, Earth’s peatlands store an estimated 

600 gigatons of carbon, more than the 

world’s forests—despite taking up just 3% 

of land. Nearly one-quarter of this habitat 

is under intense threat from human 

activities, such as farming, deliberately set 

management fires, and mining, according 

to a new global survey. Just 17% of the 

4 million square kilometers is protected, 

far less than other carbon-rich habitats 

such as tropical forests or mangroves. 

And half of protected peatlands areas 

are under moderate to high levels of 

threat, the team reported last week in 

Conservation Letters. When peatlands 

are disturbed, they release their carbon 

as greenhouse gases. One bright spot: 

More than 1 million square kilometers of 

peatlands lie on the land of Indigenous 

peoples, where they may be managed 

more sustainably than elsewhere.

Sleuth endows integrity grants
SCIENTIFIC  FRAUD |  Elisabeth Bik, a 

microbiologist and prominent indepen-

dent scientific integrity consultant, has 

donated $200,000 to establish a grants 

program to help expand investigations of 

research fraud. The money is the entire 

sum of Bik’s 2024 Einstein Foundation 

Award for Promoting Quality in Research 

that honored her work. The Elisabeth Bik 

Science Integrity Fund will be adminis-

tered through the nonprofit Center for 

Scientific Integrity, which operates the 

Retraction Watch news website, and Bik 

will choose the grantees, she and the 

center announced last week. Bik says 

the grants will likely be modest—

typically several hundred dollars each—

to cover expenses such as relevant 

courses and training, buying software, 

writing educational resources to aid 

other sleuths, or travel to conferences 

on research integrity. Independent 

sleuths, most of whom are volunteers, 

have few sources of funding for their 

work, such as rooting out manipulated 

images, fabricated text, cooked data, and 

paper mills.

More U.S. universities join elite
RANKINGS |  Forty-one universities 

have ascended into the top tier of 

U.S. research powerhouses, a status 

viewed as aiding the recruitment of top 

faculty and students. The number of 

R1 institutions in the latest Carnegie 

Classification of Institutions of Higher 

Education, released last week, now 

stands at 187, a 28% increase over the 

total in the 2021 rankings. The increase 

reflects new criteria. An R1 univer-

sity must award 70 doctoral degrees 

annually and have $50 million a year 

in research activity, but the previous 

formula required institutions to award 

those degrees across many fields, a 

standard some called arbitrary. The new 

one helped elevate Howard University, 

making it the only historically Black 

college or university in the R1 category. 

Other newcomers include five flagship 

universities in states that previously had 

no R1 institutions: Idaho, North Dakota, 

Rhode Island, Vermont, and Wyoming.

Flu shot for chickens advances
INFECTIOUS DISEASES |  With egg prices 

at an all-time high in the United States 

as H5N1 influenza viruses devastate 

poultry flocks, a vaccine to protect the 

birds moved one step closer to the mar-

ket. The U.S. Department of Agriculture 

on 13 February issued a “conditional 

approval” to the manufacturer Zoetis to 

market its poultry vaccine. The agency 

still must give a final green light for 

its use because of special regulations 

surrounding so-called highly pathogenic 

avian influenza viruses. China, Egypt, 

France, and Mexico already use vac-

cines to protect poultry against such 

viruses; the U.S. has relied on culling 

flocks of infected birds to control them. 

The H5N1 viruses now in circulation 

occasionally sicken humans as well and 

have jumped to U.S. dairy cattle, causing 

significant losses in that industry.

Peatlands, such as a blanket bog in Scotland shown 

in this aerial view, store vast amounts of carbon.

Last month, Trump ordered agen-

cies to replace the word “gender” 

with “sex” throughout federal 

documents.

EDUCATION SURVEYS  The 

administration last week said 

it had canceled $881 million in 

government contracts to collect 

information on the state of U.S. 

education. Researchers warn the 

move will blind the government to 

important trends from preschool 

to college and beyond. The cuts at 

the National Center for Education 

Statistics, orchestrated by the 

Department of Government 

Efficiency, led by Elon Musk, 

include projects studying 

problems in U.S. schools such as 

declining student mental health, 

the growing gap between low- and 

high-achieving students, and ris-

ing chronic absenteeism.

MARCHES PLANNED  A group 

called Stand Up for Science is 

organizing rallies on 7 March in 

Washington, D.C., and in state 

capitals to support research. 

Without referring directly to Trump, 

the group is calling for stopping 

interference with and censor-

ship of science; it also opposes 

attacks on diversity, equity, and 

inclusion in research. The organiz-

ers are different from those who 

spurred the March for Science in 

2017, shortly after the first Trump 

administration began.

GEOLOGY HEAD  In other news, 

Trump nominated geologist 

Ned Mamula to lead the U.S. 

Geological Survey (USGS). He 

has called for the United States 

to increase mining of uranium 

and improve its access to other 

minerals needed for manufactur-

ing and other purposes, a view in 

sync with Trump’s foreign policy. 

Mamula worked as a staff scien-

tist at USGS before directing the 

Department of Energy’s critical 

minerals program during the first 

Trump administration and former 

President Joe Biden’s admin-

istration. In 2023, he become 

chief geologist of GreenMet, a 

company that promotes the 

U.S. critical minerals industry. 

He holds a Ph.D. in geological 

and earth sciences from 

Texas A&M University.
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By John Travis, Katie Langin, Jocelyn Kaiser, 

and Meredith Wadman

O
n 13 February, a research entomo-

logist at the U.S. Department of Agri-

culture (USDA) was among the first, 

receiving an email after the close of 

business hours saying they were being 

“removed” from what they describe as 

a dream job, studying a key problem in ag-

riculture science. The change had gone into 

effect 14 minutes before the email arrived. 

“The letter said I was being let go due to poor 

performance, which is nonsensical since they 

invited me to apply for a promotion just the 

other month,” the stunned researcher says.

Thousands of other federal scientists were 

similarly shocked over subsequent days as 

President Donald Trump’s administration 

unleashed a massive, unprecedented, and 

chaotic wave of firings across the U.S. govern-

ment. The job losses—guided by the White 

House’s semiofficial Department of Govern-

ment Efficiency (DOGE) run by billionaire 

entrepreneur Elon Musk—struck tens of 

thousands of workers. Most were among 

some 200,000 probationary workers in the 

2.4 million person federal workforce—people 

who had recently been hired or transferred to 

a new position, and enjoyed fewer job protec-

tions. The layoffs decimated the foot soldiers 

of many health and science agencies, sweep-

ing up early-career scientists as well as old 

hands in new positions. Scores of scientists 

working as federal contractors received ter-

mination notices as well.

The total tally of dismissed scientists re-

mains unclear. The Department of Health 

and Human Services (HHS)—which in-

cludes the National Institutes of Health, the 

Centers for Disease Control and Prevention 

(CDC), and the Food and Drug Administra-

tion (FDA)—planned to cut “~5200” employ-

ees, according to a 14 February internal NIH 

memo, but some got eleventh hour reprieves. 

At NIH, where institute directors were 

alerted to the imminent firings at a hastily 

called Friday morning meeting, about 1500 

employees were initially scheduled to be cut, 

but the list dropped below 1200 after some 

got designated as essential; at CDC an early 

list targeted almost 1300 but later shrank 

to 750. On 18 February, the National Sci-

ence Foundation dismissed 168 employees, 

roughly 10% of its workforce. After broad 

firings at FDA, its deputy commissioner for 

human food resigned over the 89 people cut 

from his division. Other science agencies ex-

pect dismissals as DOGE marches on. 

Senior members of U.S. scientific leader-

ship were also axed last week. Lawrence 

Tabak, former acting director of NIH who 

still held the second highest role there, was 

forced to retire. HHS also fired bioengineer 

Renee Wegrzyn, director of the Advanced 

Research Projects Agency for Health, a 

$1.5 billion agency created 3 years ago to fund 

high-risk, high-payoff biomedical research. 

Although the final toll on science agencies 

may not exceed the number of staff who re-

tire, resign, or otherwise leave government 

each year, observers fear the abrupt and 

seemingly indiscriminate firings could ham-

per vital research and waste money. “This is 

truly a national tragedy and one that is being 

executed by people who do not understand 

the value of scientific research,” says molecu-

lar biologist Shirley Tilghman, former presi-

dent of Princeton University and longtime 

adviser to NIH directors.

Administration statements and sources 

defended the cuts as strategic measures to in-

crease efficiency, saying they are well-planned 

and affect less important employees. But crit-

SCIENCE POLICY 

Mass firings decimate U.S. science agencies
White House’s sweeping, chaotic dismissals shatter careers and threaten research efforts

I N  D E P T H



ics note the probationary firings swept away 

recently promoted veteran federal scientists 

and experienced researchers who had just 

been lured to government service. They also 

say the chaotic rollout, which included last-

minute scrambles to remove employees from 

to-be-fired lists and rehire needed people, re-

flected hastiness. 

For example, dozens of physicians in sub-

specialty training, research nurses, and other 

essential staff at NIH’s massive Clinical Cen-

ter were short-listed to be fired, according to 

sources. But hours before notification they 

were removed from the list; their absence 

could have closed the facility, jeopardizing 

hundreds of often deeply ill patients and 

ruining biomedical studies. 

Members of CDC’s famed disease outbreak 

training program, the Epidemic Intelligence 

Services were told last week that their posi-

tions had been eliminated. But the decision 

was reversed over the weekend after an up-

roar. Those in an equally prestigious but less 

visible CDC program, the Laboratory Leader-

ship Service, were not spared. And despite 

the stated intent of the new HHS secretary, 

Robert F. Kennedy Jr., to focus on combating 

chronic diseases, CDC eliminated contractors 

at its National Center for Chronic Disease 

Prevention and Health Promotion. 

One, who worked on cardiovascular dis-

ease, messaged on Signal: “Half of my team 

(we work on epidemiology and surveillance) 

is contractors and we have all been termi-

nated within a few short hours.” 

At the National Nuclear Security Adminis-

tration, a part of the Department of Energy 

that manages nuclear weapons, officials re-

portedly scrambled to rehire key technical 

staff—but couldn’t reach them because their 

government emails had been disconnected.

Some science leaders argued the Trump 

administration is not specifically targeting 

research. “Science seems to be collateral 

damage to these [downsizing] efforts that 

are almost random, by date of hire or date 

of promotion,” says Sudip Parikh, CEO of 

AAAS, the world’s largest science society. “It’s 

not strategic. It’s not based on the needs of 

the future, the needs of science.” (AAAS pub-

lishes Science but the News team operates 

independently.)

Much remained uncertain as Science went 

to press, including whether some firings will 

withstand legal challenges. Congress may 

also eventually push back; NIH, for example, 

has strong bipartisan support.

Parikh and others said this year’s funding 

levels for the science agencies, due to be de-

cided in Congress over the next few weeks, 

will determine the fate of many more federal 

scientists and the research they oversee. “The 

next month is probably one of the most im-

portant months in the history of science and 

technology in the United States—and I’m not 

one to tend to hyperbole,” Parikh told attend-

ees at the AAAS annual meeting in Boston 

last weekend. 

Since the firings began, Science has com-

municated with dozens of current and for-

mer federal scientists, who often asked to 

remain anonymous. They have described 

tear-filled meetings and critical work being 

interrupted. “It’s pretty horrific,” one said. 

“The abrupt way this was implemented pre-

vented us from even being able to prioritize 

what data needed to be collected or to trans-

fer that data in an orderly way to collabora-

tors,” another wrote. 

Dismissed federal scientists expressed fear 

over finances and lamented the destruction 

of a long-running bargain where they provide 

applied research or services for the U.S. gov-

ernment in exchange for a secure career. One 

fired U.S. Geological Survey (USGS) postdoc 

was working on an invasive species problem 

with “huge economic implications” and had 

wanted to mirror his mom who worked for a 

federal agency for 20 years. After his termina-

tion notice, the shocked postdoc still hoped 

to salvage work before losing computer ac-

cess. “I’m trying to quickly share code and 

files with people who are still going to be at 

the research center … I don’t know who’s go-

ing to be able to pick up this,” he said on the 

day of his firing.

At NIH, some newly hired or promoted 

division directors had to call junior staff to 

inform them of their impending firings while 

knowing they, too, were targeted for termina-

tion. And one U.S. Fish and Wildlife Service 

(FWS) employee who serves in a manager role 

described a colleague who is living in govern-

ment housing and had 7 days to move out. 

“It’s insane,” the manager says. “We lost about 

40% of the staff” at that office, they add.

Many of the fired workers worry about 

finding another job in a private or academic 

market flooded with government scientists. 

“My wife is 6 months pregnant and we are 

scrambling to make sure we stay insured 

through the birth and beyond,” one former 

USDA researcher told Science. “[I feel] be-

trayed, gutted, lost, anxious, and furious,” 

says one biologist who received a termination 

notice from FWS. “I have a mortgage, a car 

payment, prescriptions, and other bills to pay 

and not much savings to fall back on.”

Beyond the personal toll, the firings 

threaten ongoing science, including key agri-

cultural and health surveillance efforts. One 

USDA bird flu scientist kept a job but had 

to say goodbye to several colleagues. “We all 

work on high pathogenicity avian influenza—

seems like an absolutely reckless time to fire 

qualified scientists who are directly involved 

in monitoring and responding to this virus 

right now,” the scientist wrote.

Many of the termination notices seen by 

or described to Science cite inadequate per-

formance as justification. For example, letters 

emailed to multiple USDA researchers refer-

ence a 2005 report by the U.S. Merit Systems 

Protection Board that stated that until an em-

ployee’s probationary period is over, they have 

“the burden to demonstrate why it is in the 

public interest for the Government to final-

ize an appointment to the civil service.” The 

letters then go on to say: “The Agency finds, 

based on your performance, that you have not 

demonstrated that your further employment 

at the Agency would be in the public interest.”

But some employees had never even had a 

manager’s review. “The claim this is perfor-

mance based is objectively false,” one USDA 

scientist says. “To argue that I’m not ade-

quate in my job is asinine, delinquent, deliri-

ous,” vented a fired USGS scientist. 

Risa Lieberwitz, a labor and employment 

law expert at Cornell University, says the way 

the mass firings were implemented contra-

dicts regulations written by the U.S. Office of 

Personnel Management. She notes that the 

purpose of the probationary period is to thor-

oughly evaluate a person’s performance be-

fore they’re given a permanent government 

post. “The regulations are not written in a 

way to simply give carte blanche to the gov-

ernment to decide to terminate an employee 

… for any reason.” 

Some of the fired employees have formed 

chat groups outside official channels. One 

former USGS biologist is part of a Signal 

group that is discussing “how and if we can 

file for unemployment, how to make a formal 

complaint to our supervisors about our firing 

if we believe it was illegal, [how] and what 

class action lawsuits that are popping up 

might be applicable.” Last week five unions 

representing federal workers filed a class 

action lawsuit to stop the firings; the first 

emergency court hearing on the matter was 

scheduled for this week.

Many scientists also plan to appeal their 

termination directly. One fired worker, who 

spoke to Science a few minutes after taking 

a call from an attorney’s office, said, “It’s bad, 

but I’m not gonna lay down and roll over. 

I’m going to do my due diligence. … Got to 

stay positive.” j

With reporting by Jeff rey Mervis.
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Epidemic Intelligence Service disease detectives like 

these were fired but given a quick reprieve.

“It’s a national tragedy.”
Shirley Tilghman, Princeton University



By Ann Gibbons, in Bethesda, Maryland

O
n a humid morning in May 2024, 

two young male chimpanzees in the 

Kibale Forest of Uganda sat sponging 

up water from a puddle with a leaf 

and languidly dribbling it into their 

mouths. Suddenly, an adolescent fe-

male chimp named Virginia threw a large 

branch at one of them. Her bottom was pink 

and swollen, signaling that at age 10, she was 

beginning to mature sexually. But the object 

of her attention, a 9-year-old male named 

Sufjan, ignored her, and eventually she gave 

up, making a dramatic exit on a liana vine.

Virginia was just being a teen. She “was 

saying, ‘Pay attention to me,’ whether to play 

or antagonize,” says graduate student Isabelle 

Clark at the University of Texas (UT) at Aus-

tin, who narrated the video last month to a 

working group on adaptive social learning in 

adolescence. Virginia was “learning how to 

attract the interest of males,” says Clark, who 

filmed the video at the Ngogo Chimpanzee 

Project in Uganda as part of her research on 

how territorial behavior develops in juvenile 

and adolescent chimps.

The group’s discussion brought together 

primatologists, anthropologists, animal be-

havioral biologists, and psychologists to look 

at the growing pains of adolescence across 

species of mammals, including chimpanzees, 

bonobos, dolphins, elephants, and dogs, as 

well as humans. The researchers aim to iden-

tify milestones in social learning that deter-

mine animals’ success as adults—and trace 

how behavior and temperament in adoles-

cence can predict problems later in life. 

They have already made common find-

ings across species, such as the shift from 

social learning primarily focused on parents 

to learning from peers or other adults. Such 

observations could “have clinical and policy 

implications” for supporting human adoles-

cents, says pediatrician Ron Dahl, founding 

director of the University of California, Los 

Angeles’s Center for the Developing Adoles-

cent and director of the Institute of Human 

Development at UC Berkeley.

As any parent of a teenager knows, hu-

mans take a long time to grow up. Their 

adolescence lasts nearly a decade, typically 

starting with a dramatic growth spurt and 

surging hormones, which initiate changes in 

emotion, cognition, and behavior. Evolution-

ary biologists have theorized that humans 

and some other highly social mammals 

evolved this long period between puberty 

and adulthood to allow more time and en-

ergy for learning how to adapt to complex 

social interactions and environments. Mam-

mals that invest more time to grow up have 

offspring that are more likely to survive, says 

primatologist Aaron Sandel of UT Austin.

But which other species go through adoles-

cence? How is their social learning adaptive, 

and what similarities does it bear to ours? 

These were the questions researchers asked 

at the informal gathering, which was to be 

held as a workshop at the U.S. National Insti-

tutes of Mental Health but was canceled at 

the last minute because of President Donald 

Trump’s freeze on communication at the 

National Institutes of Health. Instead, some 

researchers who had traveled here for the 

workshop gathered in their hotel to talk 

about their work. It focused on chimps, dol-

phins, and other animals that live in complex 

fission/fusion social groups, where individu-

als shift between different social clusters 

over time, similar to humans.

Adolescent female chimps face especially 

difficult social tests because most have to 

leave their birth group to join a new troop. 

Adolescents like Virginia seem to be testing 

not just their ability to attract mates, but 

also their ability to handle aggression, says 

primatologist Anne Pusey of Duke Univer-

sity, who has studied adolescent female 

chimps at Gombe National Park in Tanzania.

The stakes are high because young chimps 

can be seriously injured, and even killed, 

when they change groups. How adults re-

spond to a young female’s social cues on the 

day she arrives also determines her social 

rank, which influences the quality of her 

mates, and how she and her offspring fare, 

adds Rachna Reddy, a biological anthropo-

logist at the University of Utah, co-director 

of the Ngogo Chimpanzee Project. “What you 

do on Day 1 when you’re 14 determines what 

your baby will eat 40 years later.”

She and other researchers shared recent 

videos, photos, and other observations of 

social learning in adolescent chimps. Much 

of it involves peering intently at adults. Ado-

lescents are particularly interested in adults 

gathering food, having sex, and treating 

wounds with leaves or insects. Adolescent 

males, who remain in their birth group, 

spend a lot of time grooming high-ranking 

males and studying their habits, especially 

their aggressive behavior, like disciples 

learning at the foot of a master, Reddy says. 

Behavioral ecologist Kate Evans of the 

Gothenburg Global Biodiversity Centre and 

Elephants for Africa described a similar need 

for older male examples among elephants. 

Evans recounted a notorious episode in-
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Researchers seek lessons 
from animals’ growing pains
Studies reveal common patterns of adolescence 
in chimps, elephants, and dolphins

ANIMAL BEHAVIOR 

This young adolescent chimp, Virginia, is working 

on her social skills in the Kibale Forest of Uganda.
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volving a gang of young male elephants at 

Pilanesberg National Park in South Africa in 

the 1990s. The park had been stocked with 

young male and female elephants, but not 

large bull elephants, which were challeng-

ing to transport. Without the company of 

older males, the young males went into a 

state known as musth and were flooded with 

reproductive hormones years earlier than 

normal. They tried to mate with the park’s 

rhinos and ended up killing 50 of them. In 

the end, hormonal and behavioral cues from 

six older males trucked in during the crisis 

modulated the young males’ hormones and 

they became far less aggressive.

Some of the most mesmerizing videos 

showed social play among young male dol-

phins in Australia’s Shark Bay. As juveniles, 

males spend many hours practicing synchro-

nized leaps and turns, sometimes rolling 

each other and goosing other males’ genitals. 

This seems to be preparation for behavior af-

ter puberty, when most males form alliances 

with one or two other males to herd females 

for mating, says behavioral biologist Kathryn 

Holmes of the Brookfield Zoo Chicago’s 

Sarasota Dolphin Research Program, who 

presented the video, taken during her Ph.D. 

with Shark Bay Dolphin Research.

The cost of missing out on such teamwork 

can be high. Male dolphins that didn’t join 

pods had fewer offspring, Holmes says.

For humans, too, finding older mentors 

and forming alliances with peers can be a 

key to social success. But in our species, the 

hormones that drive teens to find new friends 

and mates can also backfire in risk-taking be-

havior and hypersensitivity to peers’ reactions 

and to social rejection. Overall morbidity and 

mortality increase dramatically worldwide 

during adolescence, and 75% of lifetime men-

tal disorders begin by age 25, Dahl says.

By identifying skills and learning pro-

cesses essential for adolescents across spe-

cies, researchers in the working group hope 

to develop a general model of this tumultu-

ous life stage. It would include testable hy-

potheses about key behaviors teens need to 

learn during pivotal points in development 

that might indicate the best times and tar-

gets for intervention in young humans strug-

gling with the transition. For example, the 

onset of puberty represents a “window of op-

portunity for adaptive social learning,” Dahl 

says, especially if teens can learn to overcome 

anxieties and develop key relational skills.

The study of other species might also 

suggest how and when it’s most critical to 

provide mentorship, encourage creative risk 

taking, and foster social interactions with 

peers, Dahl says. The research holds an over-

arching lesson, he adds: “Adolescents have 

the capacity to learn how to change their 

identities in deep ways.” j

Sodium batteries power up
Batteries based on sodium could aid a future green energy 
economy—if they can match lithium batteries’ performance

ENERGY TECHNOLOGY

By Robert F. Service

L
ithium-ion batteries are ubiquitous, 

not just in earbuds, phones, and cars, 

but also in massive facilities that store 

renewable energy for when the Sun 

doesn’t shine or the wind dies down. 

But lithium itself is relatively scarce 

and available from just a few countries. A 

world that runs on renewable energy would 

need 200 times more battery capacity than 

exists today—and that probably means a 

diff erent kind of battery. “I don’t know if we 

can get there with just lithium-ion,” says Y. 

Shirley Meng, a battery chemist at the Uni-

versity of Chicago. 

A decades-old technology may be rising 

to the challenge: batteries that use sodium 

rather than lithium ions to carry and store 

charge. Sodium is everywhere, in seawater 

and salt mines, so supply and cost aren’t a 

problem. But the metal isn’t as good at stor-

ing charge as lithium because its ions are 

three times bigger, hampering their ability 

to slip in and out of existing battery elec-

trodes. Labs worldwide are developing new 

electrode materials to address that short-

coming, and in the past 6 months, several 

groups have announced sodium batteries 

that hold as much energy as low-end lith-

ium cells. “The progress has been amaz-

ing,” says Dan Steingart, a battery chemist 

at Columbia University. Meanwhile, com-

mercial sodium-ion batteries are starting 

to roll off the assembly lines for electric 

vehicles, scooters, and grid power storage.

Researchers caution, though, that sodium 

batteries are not ready for widespread de-

ployment. “We’re not there yet,” says Jean-

Marie Tarascon, a solid-state chemist at the 

College of France. The batteries are still far 

from matching the performance of the best 

lithium-ion cells. And the economic incentive 

for a shift is lacking for now: Lithium short-

ages remain a theoretical concern, and the 

price of the metal actually dropped 70% in 

the past 3 years because of an oversupply.

Like lithium batteries, those based on 

sodium work by passing positively charged 

ions between a pair of electrodes sepa-

rated by an ion-conducting electrolyte. 

During charging, electrons are fed to the 

negatively charged anode, attracting metal 

ions to flow through the electrolyte from 

the positively charged cathode. During dis-

charge, electrons are drawn out of the bat-

tery, causing the ions to travel back from 

anode to cathode.

Because sodium ions are larger than lith-

ium ions, fewer of them can squeeze into the 

anode to store charge. The need for larger 

cells to hold the same amount of power adds 

cost and bulk. Sodium batteries have strug-

gled to reach even half the storage capacity of 

the best lithium batteries, which hold more 

than 300 watt-hours of energy per kilogram 

(Wh/kg). But Gui-Liang Xu, a battery chemist 

at Argonne National Laboratory, says, “There 

are multiple avenues to go down” to address 

the challenge.

There’s no shortage of sodium, as salt piles at a facility in Oklahoma attest. 



One is changing the composition of the 

anode. Most lithium-ion cells use graphite, a 

form of carbon whose tightly layered struc-

ture tends to exclude sodium ions. Many re-

searchers have turned to an alternative form 

of carbon, called hard carbon, made up of a 

jumble of carbon particles that leaves pores 

into which sodium ions can wiggle.

Unfortunately, all those pores also reduce 

an anode’s energy-storing volume. But re-

searchers have found that adding tin to the 

anode can help. When stabilized on a car-

bon support, each tin atom can bind up to 

3.75 sodium ions, boosting an anode’s ability 

to hold sodium, and thus energy. For example, 

batteries developed at the San Diego–based 

startup UNIGRID hold 170 Wh/kg. Al-

though this remains less than the 200 Wh/kg 

of a low-end lithium battery, “it looks very 

exciting,” says Yan Yao, a sodium-ion battery 

expert at the University of Houston.

Another improvement comes from tweak-

ing the composition of the positively charged 

cathode, typically made of metal oxides, for 

better sodium storage and flow. One of the 

most popular new materials is a mixture of 

sodium, vanadium, phosphorus, and oxygen 

(NaVPO), which tends to 

form a layered structure 

that allows sodium atoms 

to readily enter and exit.

For now, NaVPO’s en-

ergy density is moder-

ate compared with that 

of cathodes in lithium 

cells. But researchers led 

by Pieremanuele Canepa, 

a chemist at the Univer-

sity of Houston, recently used computer 

modeling and x-ray diffraction to identify 

a promising tweak to NaVPO’s crystalline 

structure. In a reported posted online on 

23 October 2024 in Nature Materials, Canepa 

and his colleagues reported not only synthe-

sizing the new material, but incorporating 

it into a sodium-ion battery cathode that 

could hold 15% more energy than previous 

NaVPO designs.

A more radical approach is to make cath-

odes out of organic compounds, which can 

also form layered structures able to hold 

and release sodium ions. Many organics de-

compose in the presence of a battery’s elec-

trolytes, but in the 5 February issue of the 

Journal of the American Chemical Society, 

researchers led by Mircea Dincă  at the Mas-

sachusetts Institute of Technology reported 

creating a more durable layered organic 

cathode, called TAQ. The material not only 

proved stable for thousands of charge and 

discharge cycles, but TAQ’s energy density 

was among the highest of any sodium-ion 

cathodes ever made. Canepa calls it “a beau-

tiful piece of chemistry.”

As a result of these and other advances, 

“Industry’s interest is really high right now,” 

says Laurence Croguennec, a chemist and 

managing director of the Institute of Con-

densed Matter Chemistry of Bordeaux. In 

November 2024, CATL, the world’s largest 

batterymaker in China, unveiled its second-

generation sodium-ion battery, which it 

claims holds 200 Wh/kg, up from 160 Wh/kg 

in its first-generation cells. Meanwhile, BYD, 

one of CATL’s rivals, says it is building a fac-

tory to produce 30 gigawatt-hours’ worth 

of sodium-ion batteries per year by 2027, in 

part for renewable-energy storage. At least a 

half-dozen other startups around the world 

are also jumping in with their own tweaks to 

battery chemistry. 

Still, many battery experts remain both 

cautious about sodium’s future and skeptical 

of some company announcements. “There’s a 

lack of transparency” about the details of bat-

tery design and performance, says UNIGRID 

CEO Darren Tan.

The hurdles aren’t just technical. For now, 

the low cost of lithium undercuts sodium’s 

chief selling point, Steingart says. Sodium-ion 

battery manufacturers also remain too small 

to benefit from economies 

of scale. In November 2024, 

such challenges upended 

one of the field’s pioneers 

when the Swedish sodium-

ion battery firm Northvolt 

filed for bankruptcy.

Politics is another wild 

card. When U.S. President 

Donald Trump swept into 

office last month, he im-

mediately announced a halt to federal sup-

port for wind and solar power projects, a step 

that could shelve plans to deploy large-scale 

backup battery systems. (In a move that per-

haps cuts the other way, in January China an-

nounced new export restrictions on graphite, 

a key component of lithium-ion batteries, in 

response to new 10% tariffs on Chinese goods 

announced by the Trump administration.)

But William Chueh, a materials scientist 

at Stanford University, says it’s technologi-

cal advances that will decide how cost ef-

fective sodium-ion batteries become. On 

13 January, he and his colleagues published 

a paper online in Nature Energy evaluat-

ing more than 6000 road maps for produc-

ing them, and concluded that to be fully 

competitive with low-cost lithium-ion bat-

teries, researchers will need several break-

throughs, including eliminating all of the 

expensive materials sodium batteries cur-

rently require, such as nickel and vanadium.

Steingart believes those advances are com-

ing. When it comes to understanding the ba-

sic chemistry of sodium-ion batteries, he says, 

“we’re still in the early days.” j
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E
arth is constantly pelleted with sub-

atomic bullets. Every few seconds, a 

single, infinitesimal atomic nucleus 

traveling at near–light speed crashes 

into the atmosphere packing as much 

energy as a golf ball midflight. Physi-

cists have struggled for decades to explain 

how and where the particles acquire such 

stupendous energy, invoking, for example, 

supermassive black holes at the cores of 

galaxies. But one theorist now argues that 

a subtle similarity among the highest en-

ergy rays points to a more modest source: 

the mergers of neutron stars. Proposed in 

a paper in press at Physical Review Letters, 

the idea has piqued the interest of astro-

physicists, who now aim to test it. 

“I totally agree that a neutron star 

merger is a promising candidate,” says 

Toshihiro Fujii, a particle astrophysicist at 

Osaka Metropolitan University who works 

with the Telescope Array, a huge cosmic ray 

detector in Dugway, Utah. Markus Roth, 

a particle astrophysicist at the Karlsruhe 

Institute of Technology who works on the 

Pierre Auger Observatory, an even big-

ger detector in Argentina, says, “I do not 

see any argument that would contradict 

[the] proposal.” 

Scientists can’t spot an ultra–high en-

ergy cosmic ray directly. Rather, they study 

the kilometers-wide avalanche of electrons 

and other charged particles like positrons 

and pions created when one strikes the at-

mosphere. For example, Auger consists of 

1600 particle detectors spread over 3000 

square kilometers of the Pampa Amarilla, 

an area more than four times the size of 

New York City. By counting charged par-

ticles and precisely timing when they hit 

its detectors, researchers can deduce the 

direction and energy of the original cosmic 

ray. From the periphery, telescopes in four 

A new origin
story for the
highest energy
cosmic rays
Curious similarity among
space particles points to
neutron star mergers

ASTROPHYSICS

“The progress [in 
sodium battery 

storage capacity] has 
been amazing.”

Dan Steingart 

Columbia University



stations peer into the sky and, on moon-

less nights, detect the faint glow produced 

when the shower make the air fluoresce as 

it waxes and wanes.

Auger started taking data in 2005, and 

the Telescope Array—which deployed 

507 detectors over 762 square kilometers 

until it was recently enlarged—began 

2 years later. The arrays have detected more 

than 1 million cosmic rays with energies 

above 1 exa-electron volt (EeV), 100,000 

times higher than reached by the protons 

at the world’s biggest atom smasher, Eu-

rope’s Large Hadron Collider (LHC). 

Whatever it is, the cosmic accelerator 

that creates those rays has to have a mag-

netic field strong enough and a volume large 

enough to contain protons and atomic nuclei 

as they whirl in ever-bigger 

circles to gain the requisite 

energy. Many physicists fa-

vored so-called active galac-

tic nuclei (AGNs), in which 

matter swirls around a giant 

black hole. In 2007, Auger re-

ported that rays above 57 EeV 

appeared to emerge from 

nearby AGNs. But that corre-

lation faded with more data.

Theorists have suggested 

other possible sources, such 

as a tidal disruption, in 

which a star is sheared apart 

as it swirls into a black hole, 

or a long gamma ray burst, a 

massive explosion triggered 

when the core of huge young 

star collapses to form a black 

hole. But none seems capable 

of producing as many ultra–

high energy cosmic rays as 

are observed, or explaining 

their spectrum of energies. 

And none accounts for the 

most energetic cosmic rays, 

such as a 240-EeV marvel reported by the 

telescope array in 2023. 

Merging neutron stars are a more prom-

ising source, argues Glennys Farrar, a 

theorist at New York University. In 2017, 

physicists and astronomers spotted the 

first such merger by detecting ripples in 

space called gravitational waves, churned 

out as two neutron stars swirled into each 

other. Telescopes of all kinds watched the 

resulting “kilonova” explosion spew gold 

and other newly forged heavy elements 

into space. Such a gyrating merger could 

serve as a dynamo, converting gravita-

tional energy into a roiling magnetic field 

strong enough to produce the highest en-

ergy cosmic rays, Farrar argues in the new 

paper. It could also explain a surprising 

regularity among the highest energy rays.

Twenty years ago, physicists thought 

that, like lower energy cosmic rays, the 

highest energy ones were protons. But de-

tails of the air showers detected by Auger 

suggest the most energetic cosmic rays are 

actually heavier nuclei, ranging up to iron. 

More important, Auger data suggest that 

at the highest energies, whatever the num-

ber of protons in a nucleus, the energy per 

proton—a measure called the rigidity—is 

roughly constant.

Sources as variable in size as AGNs, tidal 

disruptions, and long gamma ray bursts 

shouldn’t produce that striking regular-

ity. But neutron star mergers could, Farrar 

says, as they’re all nearly the same. A neu-

tron star—the corpse of a middle-weight 

star that has exploded—is essentially an 

atomic nucleus 20 kilometers wide with a 

mass between 1.3 and 2.0 times that of the 

Sun. That narrow mass range implies every 

neutron star merger produces a similar dy-

namo that, like a humanmade accelerator 

of a fixed size, should boost any nucleus to 

the same energy per proton, says Francis 

Halzen, a physicist at the University of 

Wisconsin–Madison. Each merger, he says, 

is “like an LHC in the sky.”

Neutron star pairs seem common enough 

to produce the right flux of ultra–high en-

ergy rays, Farrar says. They also might 

neatly explain the highest energy events, 

which are particularly mysterious. Theo-

rists assume they are iron nuclei, but the 

usual candidates for the cosmic accelerator 

would struggle to accelerate iron to such 

high energies. Neutron star mergers, how-

ever, are factories of rare, heavier, more 

highly charged nuclei such a tellurium. So 

the highest energy cosmic rays could merely 

be some of those nuclei accelerated to the 

same rigidity as lighter nuclei. The scenario 

“just automatically explains this handful of 

ultra, ultra–high energy events,” Farrar says. 

“It’s so nice when it just falls out like that.”

The model can be tested in several ways, 

she and others say. First, in a neutron star 

merger, high energy nuclei should interact 

with photons to produce, ultimately, neutri-

nos with an energy of about 20 peta-electron 

volts. IceCube, an enormous detector of cos-

mic neutrinos built into the ice at the South 

Pole, and other instruments have seen a few 

such events. Halzen, who founded  IceCube, 

says its researchers are trawling their data 

with new machine learning 

tools to search for more.

Similarly, when future 

neutron star mergers are 

detected from their gravita-

tional waves, an ultra–high 

energy neutrino or two com-

ing from the same direction 

would indicate that par-

ticles are being accelerated 

to ultrahigh energies there, 

confirming the model. But 

such tests will have to wait 

for an expansion of IceCube 

and a new generation of 

gravitational wave detectors, 

Farrar says.

Auger itself might soon 

be able to test Farrar’s sce-

nario. Researchers there 

have installed additional 

detectors designed to be 

better at identifying par-

ticles called  muons—

fleeting, heavier versions 

of electrons. The muons in 

a shower carry clues to the 

mass of an incident cosmic ray, says Denise 

Boncioli, a particle astrophysicist at the 

University of L’Aquila who works on Auger. 

Spotting nuclei heavier than iron would 

clinch the case for the neutron-merger sce-

nario, Boncioli says, and “if you do not see 

nuclei heavier than iron, then you couldn’t 

have these sources.”

One tack won’t work: the original idea of 

tracing the particles back to their origins. 

That approach was already looking difficult 

because magnetic fields deflect charged 

particles, and if the highest energy rays 

are heavy nuclei and not protons, galactic 

magnetic fields should scramble their paths 

more drastically. If the new theory is cor-

rect, source tracing would lose its relevance, 

physicists say, as neutron-star mergers can 

occur in any galaxy. j
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An air shower (pink) lights 

up particle detectors (cylinders) 

and telescopes (in blue hut) 

in the Pierre Auger Observatory.



By Dan Charles and Erik Stokstad

R
esearchers at Peru’s National Agrar-

ian University La Molina have spent 

years developing a fast-growing cul-

tivar of passion fruit and introducing 

it to farmers. The U.S.-funded effort, 

called PERU-Hub, is intended to di-

versify agricultural options in an area once 

known for the production of plants used to 

make cocaine. But the project’s staff stopped 

getting paid in late January after President 

Donald Trump’s administration ordered that 

most work funded by the U.S. 

Agency for International De-

velopment (USAID) be shut 

down. A judge issued a tem-

porary injunction last week 

ordering USAID to honor ex-

isting funding commitments, 

but the future of this project—

and many others like it around 

the world—remains uncertain. 

USAID is known by many 

for its work in global health 

and famine relief. But the 

agency has also spent consid-

erable sums on agricultural 

research intended to reduce 

poverty, hunger, and mal-

nutrition, and the January 

funding freeze sent shock 

waves that hit agricultural 

scientists around the world. 

Workers stopped collecting 

data in test plots of sorghum, 

peanuts, and other crops at 

experimental stations in Africa. Payments 

ceased to small companies that produce 

seeds for crop trials. And research coordina-

tors at more than a dozen U.S. universities 

stopped work, laid off staff, and even ceased 

communicating with global partners.

Receiving the stop work order felt “un-

real,” says David Tschirley, an agricultural 

economist at Michigan State University who 

chairs a council of USAID-funded research-

ers. Project leaders are now “trying to figure 

out” which activities could resume in light of 

the court injunction, he says.

USAID funds agricultural research 

through multiple pathways. The agency 

is one of the top donors to the Consulta-

tive Group on International Agricultural 

Research, a global nonprofit that runs a 

network of scientific centers. It also funds 

research through the Feed the Future Inno-

vation Labs, an effort led by researchers at 

13 U.S. universities.

Some of the university labs help develop 

locally suitable varieties of crops such as soy-

bean and tomatoes, as well as fish and poul-

try. Other labs focus on irrigation efficiency, 

technical training for farmers, and devel-

oping markets for new crops. The labs—

funding for which was authorized by the 

Global Food Security Act of 2016, signed by 

Trump—have received more than $60 mil-

lion in federal contracts annually from US-

AID to support research in the United States 

and 40 other countries.

When USAID issued stop work orders in 

late January, the universities had no choice 

but to lay off workers. Peter Goldsmith, an 

agricultural economist and head of the Soy-

bean Innovation Lab at the University of Illi-

nois Urbana-Champaign, says he held a “very 

tearful” meeting last week, where he laid off 

30 scientists and other Illinois-based staff. 

It’s not clear whether they will be rehired.

Similar layoffs happened abroad. Timothy 

Dalton, director of the innovation lab at Kan-

sas State University, says his group had to 

stop paying workers who tend research plots 

of sorghum and millet in Ethiopia, Niger, 

and Senegal. Trials of peanut varieties that 

the University of Georgia set up in Malawi 

met a similar fate, according to a researcher 

who’s familiar with the work there. “It’s kind 

of bonkers. The amount of money it took to 

get those varieties in the ground is a lot more 

than just the pennies for labor to keep them 

going and collect the data,” they said.

The orders also shut down several nutri-

tion studies after researchers had recruited 

participants and begun to collect data. The 

studies included one on ways to improve ac-

cess to more nutrient-rich fruits and vegeta-

bles in Nepal. “These are projects that have 

such immense value,” said Shibani Ghosh, 

director of the innovation lab on nutrition 

at Tufts University, which 

funded the work through its 

USAID contract.

“Everybody’s on edge,” one 

scientist said of the mood 

among USAID-funded re-

searchers. As they look ahead 

to secure the future of their 

projects, some are banking on 

the argument that the research 

delivers benefits to farmers in 

the U.S., not just those abroad. 

Dalton points to work in Af-

rica and Haiti that identified 

varieties of sorghum that were 

resistant to a pest called the 

sugarcane aphid. When that 

insect, and a related species 

called the greenbug aphid, ar-

rived in the U.S., plant breed-

ers were able to incorporate 

the protective trait into U.S. 

crop varieties, saving farm-

ers hundreds of millions of 

dollars. Similar work on peanut varieties in 

Africa, which are afflicted by the groundnut 

rosette virus, could someday be used to aid 

U.S. farmers as well, another researcher says.

The federal court’s temporary injunction 

may start funds flowing again, at least tem-

porarily. For the longer term, Tschirley says 

he’s optimistic that at least some of the work 

can continue, despite the Trump administra-

tion’s desire to completely shutter USAID. He 

notes that agricultural research has enjoyed 

long-standing support from both Democrats 

and Republicans in Congress and politically 

influential U.S. farm groups. “I think there 

are enough people that see the value [of the 

labs] that this work is going to continue in 

one form or another,” Tschirley says. j

With reporting by Roberto González.
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Crop research hit by U.S. foreign aid freezes
A court ruling may temporarily ease funding problems, but long-term outlook is uncertain

The U.S. Agency for International Development has funded agricultural

 research in dozens of countries, including Cambodia.



Eppendorf & Science Prize for Neurobiology

The annual Eppendorf & Science Prize for

Neurobiology is an international prize which honors
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he small drone circles the cashew 

tree, its rotor arms splayed out from 

its compact body like a water strid-

er’s. As it rises, its camera captures a 

bird’s-eye view of the foliage, which 

shades from a dark glossy green 

at the tree’s bottom to a purplish 

green at the top. Meanwhile an arti-

ficial intelligence (AI) model built into the 

drone determines whether the leaves are 

diseased—based on telltale black or brown 

splotches—or healthy. If needed, the system 

can one day direct other drones toward in-

dividual sick plants to treat their disease 

with a spritz of pesticide.

This system is the handiwork of Bala 

Murugan, a computer scientist at the Vel-

lore Institute of Technology in Chennai, 

India. Murugan comes from a family of 

cashew farmers, including his father and 

uncle. “They apply a lot of pesticides on the 

cashew,” he says. “I wanted to build a so-

AI DOWN

Many artificial intelligence 
models are power 

hungry and expensive. 
Researchers in the Global 

South are increasingly 
embracing low-cost, 

low-power alternatives 

By Sandeep Ravindran

A $14 chip 

incorporating tinyML 

AI models, 

actual size shown.

CUTTING 
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lution to minimize the application of pesti-

cides.” But he needed a solution that didn’t 

require internet connectivity, which is often 

hard to come by in rural India.

Murugan drew on his technical expertise. 

During his Ph.D., he had worked on small, 

cheap processors. Now, he realized AI mod-

els running on such small devices could help 

farmers like those in his family quickly iden-

tify and treat cashew disease. “That is when 

I ended up using tinyML,” he says.

TinyML (the ML stands for machine learn-

ing) is a low-cost, low-power implementa-

tion of AI that is being increasingly adopted 

in resource-poor regions, especially in the 

Global South. In contrast to the large lan-

guage models (LLMs) that have dominated 

the news with their versatility and uncanny 

knack for humanlike expression, tinyML 

devices currently have modest, specialized 

capabilities. Yet they can be transformative. 

Murugan’s tinyML-equipped drones, for ex-

ample, have been able to identify cashew 

leaves with the fungal disease Anthracnose 

with 95% to 99% accuracy. They should save 

farmers time they would otherwise spend 

looking for signs of disease themselves. And 

their ability to target treatments to diseased 

plants removes the need to indiscriminately 

spray pesticides on all the plants, which is 

both expensive and damaging to health and 

the environment. 

Murugan is one of many researchers in 

the Global South finding uses for tinyML. 

The devices can serve as low-cost aids for 

teaching AI skills, but they are also provid-

ing homegrown solutions to problems that 

are not being sufficiently addressed by tech 

companies in the Global North, from detect-

ing plant diseases to tracking wildlife. About 

15 million tinyML devices were shipped in 

2020, and that number, according to one 

estimate, could grow to 2.5 billion by 2030.

Part of the appeal for Murugan and oth-

ers is that once the AI model is trained on 

a personal computer, it can often run for 

weeks on low-power tinyML devices pow-

ered by everyday batteries, sipping as little 

electricity as a typical laser pointer. The 

devices don’t need internet connectivity, 

which can be scarce in resource-poor re-

gions of the world looking to embrace AI 

solutions. Despite its limited capabilities, “I 

think [tinyML] is the future,” says Marcelo 

Jose Rovai, a data scientist at the Federal 

University of Itajubá (UNIFEI). “It’s fantas-

tic for developing countries.”

IN AI, “THE TREND HAS BEEN THE BIGGER, the 

better,” says Thomas Basikolo, program of-

ficer in the Telecommunication Standard-

ization Policy Department of the United 

Nations’s International Telecommunica-

tion Union. The trend has culminated 

in current state-of-the-art generative AI 

models—those, including LLMs such as 

ChatGPT, that create new content. But the 

rise of these models “has so many issues,” 

Basikolo says. 

As LLMs are fed more and more train-

ing data and parameters to fine-tune and 

expand their ability to answer queries, 

the models have also grown dramatically 

in cost. The latest AI hardware chips can 

cost about $40,000 each, and ChatGPT 

alone uses tens of thousands of such chips. 

Generative AI models are also hungry for 

power, which means more water usage 

and greenhouse gas emissions. Some es-

timates have ChatGPT sucking up almost 

600 megawatt-hours of energy every day—

more than 50 times what an average U.S. 

household consumes in a year. (And it took 

considerably more energy than that to ini-

tially train ChatGPT.)

These models typically run remotely on 

huge data centers accessed through the 

internet—or “in the cloud”—which means 

users need internet connectivity. The esti-

mated tens of billions of liters of potable 

water needed every year to cool data centers 

leave a profound environmental impact, 

especially in areas where drinking water 

is already scarce. “Every time that you ask 

[ChatGPT] a question several liters of wa-

ter are used cooling the big machines that 

are running big data centers in the cloud,” 

Rovai says.

In 2019, former Google engineer Pete 

Warden explored a far less resource-

intensive approach. He and his colleagues 

pared down traditional machine learning 

models by tweaking the numerical values 

that define how a model learns. They could 

cut unnecessary values and also reduce the 

precision of others without losing much 

overall accuracy. The result: models that 

could run on computer chips with limited 

memory and processing power. 

TinyML models now rely on micro-

controller chips similar to those found in 

everything from washing machines to car 

airbags. Warden and others first envisioned 

tinyML consuming so little power—less 

than 1 milliwatt—that devices could run for 

a year or more on coin-cell batteries and 

virtually forever using solar power. “There’s 

some magic stuff that happens once you 

get below 1 milliwatt,” Warden says. They 

haven’t reached that threshold widely yet, 

but tinyML devices can run for weeks or 

sometimes months on AA batteries. 

The chips themselves are cheap and com-

mercially available from several different 

manufacturers. As a result, most tinyML 

devices now cost from a few dollars to tens 

of dollars, depending on how powerful they 

are. They often include not just the chip, but 

also cameras and sensors to detect images 

and sounds for the AI models to interpret. 

Much of the software, hardware, and data 

sets that researchers need to get started 

with tinyML are open source, which means 

they can freely access and modify them.

TinyML models typically use less data 

than larger varieties, ingesting thousands 

of images or sounds instead of the millions 

that LLMs often require.  Murugan, for in-

stance, says he used 20,000 images of ca-

shew Anthracnose disease collected from 

various public domain sources to train 

his model, although he is supplementing 

that data set with his own  photos to im-

prove the model’s accuracy. Once trained, 

the model does all its computation on the 

device, so tinyML systems can provide re-

sults within milliseconds with no need to 

go to the cloud and back. With no need to 

connect to the internet, tinyML uses less 

power and also tends to be a boon for pri-

vacy and security. 

LLMs

$25K –$70K
Average cost per AI chip, 

requires tens of thousands of chips

700–1200 
watts

Average power consumption per chip

TinyML

$2–$60
Cost per device 

(including sensors)

≤1–100
milliwatts

Average power consumption per device

Small but mighty
Tiny machine learning (tinyML) devices 

are orders of magnitude cheaper and less power 

hungry than the chips used to run 

artificial intelligence (AI) like large language models.
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João Yamashita first came across 

tinyML in 2020 while completing his under-

graduate degree remotely because of the 

COVID-19 pandemic. An electronics engi-

neer at UNIFEI, Yamashita spent this time 

at his home in Mogiana Paulista, a coffee-

growing region in the southeastern part 

of Brazil.

Yamashita realized that many small 

farmers were struggling to diagnose dis-

eases in their coffee plants. Specialists to 

do this diagnosis didn’t come cheap and 

wouldn’t travel during the pandemic. 

Yamashita turned to tinyML for a 

possible solution. 

After using public data sets to train a 

generic AI model, Yamashita went to the 

farmers to find out about coffee diseases 

specific to Brazil. “At first they were very 

skeptical,” he says. “A lot of them don’t even 

have cellphones,” so an AI model to auto-

detect disease was very new, he says. 

To fine-tune his model, which runs on a 

tinyML device about the size of a pack of 

cards, Yamashita took photos of healthy and 

diseased coffee leaves from rows of coffee 

plants growing on hillside plantations in 

his home region. He also collected samples 

and photographed them later under more 

controlled light and background condi-

tions. The resulting model could identify a 

variety of coffee diseases with 96% to 98% 

accuracy, including fungal diseases such 

as Phoma, sooty mold, and rust, as well as 

the leaf miner moth. A farmer could point 

the device’s camera at a leaf and its screen 

would show the disease name and a score 

indicating the model’s confidence. “When 

I showed [farmers] the device working … 

they looked like they were amazed,” says 

Yamashita, who is now working on tinyML 

devices for other uses.

The device is practical for poor farmers, 

Yamashita says. It doesn’t need internet ac-

cess, lasts a week or more without needing 

to charge its battery, and costs less than 

$20. It’s just the sort of bespoke, home-

grown solution tinyML is good for, and ex-

plains why agriculture has been a popular 

use for the technology. 

Beyond agriculture, researchers are 

also developing tinyML devices for health 

care applications, from detecting atrial 

fibrillation—a type of abnormal heart 

rhythm—in Brazil to anemia in Peru. And 

multiple groups have used the technol-

ogy to distinguish mosquito species by 

the buzzing of their wings, making it un-

necessary to collect mosquitoes in traps and 

manually identify each one. The result is 

speedier alerts that could help with control 

of species that spread disease. 

Rovai, for example, trained an AI 

model to identify two species of Aedes 

mosquitoes—which can transmit dengue, 

Zika, and chikungunya viruses—with an ac-

curacy of 98% on a proof-of-concept device 

whose battery can last for up to 4 days in 

the field. He envisions the device being of 

great use in Brazil, where dengue affects 

more than 1 million people each year. In 

Kenya, similar projects are using tinyML 

to automatically classify mosquitoes that 

carry malaria. “Being able to categorize that 

in an automatic way is a huge advantage 

for people working in the field,” says Marco 

Zennaro, a computer scientist at the Abdus 

Salam International Centre for Theoretical 

Physics (ICTP) who worked with Rovai on 

the Aedes mosquito detection project.

Similar devices are also finding their 

way into environmental applications. Re-

searchers have tacked tinyML devices to 

the back of tortoise shells in Argentina to 

track how and where the animals move. 

And in Malaysia, Rosdiadee Nordin, an 

engineer at Sunway University, is using 

tinyML devices to monitor rivers for plas-

tic trash that might hinder the growth of 

delicate young mangroves. He and a team 

of volunteers gathered 9000 images of 

plastic trash to train AI models until they 

could classify it, distinguishing clusters of 

plastic bottles from clumps of plastic bags. 

They plan to make the data publicly acces-

sible to help track the location, quantity, 

and types of plastic waste. “This will help 

not only [those who pick up the trash], but 

also local council or environmental agen-

cies to further plan their waste collection 

activities,” Nordin says. 

Nordin’s work extends to Tasik Chini 

Lake in eastern Malaysia, which supplies 

the local Indigenous community with both 

drinking water and fish. Nordin deployed 
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An artificial intelligence model running on tiny machine learning devices is helping cleanup efforts in Malaysia 

quickly classify types of trash hampering the growth of mangroves, including plastic food containers ( ), 

plastic bags ( ), food wrappers ( ), clear plastic water bottles ( ), or other kinds of bottles ( ).
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tect pollution in the lake and send that infor-

mation to tinyML devices, where AI models 

use it to make predictions about water qual-

ity. “If we make the water quality data acces-

sible [to] the community, they will be able 

to understand whether the water is safe for 

them to consume,” Nordin says.

The lake lacks the internet and cellular 

connectivity needed to broadcast data to 

the researchers. To avoid having to travel 

to each device and manually download the 

data, Nordin had to improvise. He turned 

to LoRa, a long range wireless transmission 

protocol that uses relatively little power and 

bandwidth compared with Wi-Fi and can 

work over tens of kilometers. 

Other tinyML researchers are eyeing 

the same system to send data from tinyML 

devices used in agriculture to farmers’ 

computers or phones. Without a way to 

download the data remotely, “the farmer 

will have to go through all these devices; it 

is time consuming, and it is tedious,” says 

James Adeola, a Ph.D. student in computer 

science at the University of Abomey-Calavi 

who is developing tinyML devices that can 

detect diseases in cotton and reduce the 

need for pesticide use. Farmers “will be 

very happy if this solution can be imple-

mented,” he says. 

SIMPLE AS TINYML DEVICES appear, devel-

oping them can be a challenge. For one, 

it requires expertise in multiple skill sets. 

“It’s combining hardware, software, and 

machine learning,” Basikolo says. “Very few 

people can do all these, so combining all 

these skills also takes time.”

Researchers are trying to disseminate 

that expertise by running tinyML courses 

and workshops in Morocco, Brazil, Nigeria, 

South Africa, Rwanda, Malaysia, and other 

countries in the Global South. In 2021, for 

example, Harvard University and ICTP 

launched the tinyML for development aca-

demic network, which now encompasses 

50 academic institutions across the Global 

South. The organizers, including Zennaro 

and Vijay Janapa Reddi, a computer sci-

entist at Harvard University, began by 

donating tinyML kits to partner institu-

tions. “When we started this initiative, we 

saw that the main issue was getting the 

hardware in the hands of people,” because 

low-cost in the United States can still be 

expensive elsewhere, Zennaro says.

The resulting kits have been used to train 

students at universities in Malaysia, Saudi 

Arabia, and elsewhere. In just an hour or 

two, students were able to train tinyML 

devices to recognize words and phrases in 

their own local languages, “which is … em-

powering for communities,” Zennaro says. 

By nature, tinyML’s capabilities are lim-

ited. “I think tinyML is very good at tiny 

problems,” Yamashita says. The micro-

controllers that run the devices have ex-

tremely limited memory and computing 

power, which makes them more suited for 

highly specific tasks than as generalizable 

commercial products. A device could be 

great at identifying words in one language 

or identifying diseases of one plant spe-

cies, but it’s less likely to serve as a univer-

sal translator or identify diseases across 

all plants.

Yet the appeal of smaller models that 

run directly on devices is dawning on 

many tech companies in the Global North, 

including Apple and Microsoft. For some 

applications, such as taking an order at 

a McDonald’s, specialized tinyML models 

that can run on local devices rather than 

in the cloud, at lower cost and power use, 

may be preferable to running an expensive 

general LLM. “Sometimes these large lan-

guage models are doing way more than you 

might need,” says Jean Louis, a computer 

science Ph.D. student at the University of 

Florida; they might be the equivalent of us-

ing a sledgehammer to crack a nut.

Meanwhile, tinyML devices themselves 

are rapidly becoming more powerful. Just a 

few years ago it was considered “ridiculous” 

to be able to run advanced machine learning 

models on microcontrollers, says Peter Ing, 

an electronics engineer and member of the 

TinyML Open Education Initiative. Warden 

has already gotten a simple LLM to run on 

a device that is only slightly more expensive 

and power hungry than tinyML devices. He 

envisions more large AI models migrating to 

these smaller, power-efficient devices rather 

than relying solely on data centers. 

At the same time, the simplest tinyML 

devices are likely to become more preva-

lent as microcontrollers continue to be-

come cheaper and more powerful, with 

some already being developed specifically 

to run AI. “It’s just reached a maturity 

point where we are now seeing solutions 

and technology that can be commercial-

ized,” says Reddi, who runs a free, mas-

sively online course on tinyML and has 

written an open-source book about it. And 

even though each tinyML device may be 

relatively small and specialized, many such 

devices talking to each other could help 

tackle bigger and more complex tasks. 

As Yamashita puts it, “[TinyML] will 

enable AI to, in fact, go everywhere.” j

Sandeep Ravindran is a science journalist near 

Washington, D.C.P
H

O
T

O
S

: 
(C

L
O

C
K

W
IS

E
 F

R
O

M
 T

O
P

 L
E

F
T

) 
J

O
Ã

O
 Y

A
M

A
S

H
IT

A
; 

S
E

R
G

E
 S

T
IN

C
K

W
IC

H
; 

R
O

D
R

IG
O

 N
E

U
M

A
N

N

Tiny machine learning (tinyML) projects around the world aim to tackle challenges in the Global South, including 

identifying diseases such as rust in coffee leaves in Brazil (top left). TinyML devices to detect mosquitoes in the 

field (bottom left) and heart rate and other physiological readings (right) are also being developed in workshops.
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By Kristin Andrews1, Jonathan Birch2, 

Jeff Sebo3

H
oneybees becoming “pessimistic” 

after stressful experiences (1); cut-

tlefish remembering the past and 

planning for the future (2); and 

cleaner wrasse fish seemingly recog-

nizing themselves in a mirror (3): If 

scientific reports like these were accepted 

as evidence of consciousness, then the im-

plications would be substantial. The neu-

roscience of consciousness would need to 

expand its focus beyond humans and other 

primates and include a much wider range 

of model species. Animal welfare policies 

likely would need to expand as well. The 

outstanding question is whether such re-

ports serve as evidence of consciousness. 

If so, what conclusions can be drawn about 

animals that display some consciousness in-

dicators but not others?

Assessing animal consciousness would 

be easier if there were a widely accepted 

theory of consciousness and a precise defi-

nition of consciousness tied to that theory. 

Unfortunately, theories of consciousness 

abound, with 22 theories identified in a re-

cent study (4). Although some ideas enjoy 

more empirical support than others, most 

researchers agree that all current theories 

are insecure. 

In the absence of a secure theory or a 

precise definition, consciousness science 

instead starts with sensible examples that 

involve felt experience in humans. These 

include sensory experiences such as color 

perception, affective experiences such as 

bodily pleasure, and vivid imagery during 

dreams, memories, imagination, or plan-

1Department of Philosophy, York University, Toronto, ON, 
Canada. 2London School of Economics and Political Science, 
London, UK. 3Department of Environmental Studies, 
New York University, New York, NY, USA. Email: 
andrewsk@yorku.ca; j.birch2@lse.ac.uk; jeffsebo@nyu.edu
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consciousness
An emerging field shows 
how animal feelings 
can be studied scientifically
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ning. These examples provide an initial 

characterization of consciousness that al-

lows researchers to investigate dimensions 

of conscious experience. 

A challenge in studying animal con-

sciousness is the “problem of other minds,” 

a concept widely recognized across world 

philosophies. In 1889, the British philoso-

pher John Stuart Mill described the prob-

lem when he pondered, “By what evidence 

do I know…that the walking and speaking 

figures which I see and hear, have sensa-

tions and thoughts, or in other words, pos-

sess Minds?” (5). He answered this question 

with an analogical argument, identifying 

similarities between himself and other hu-

mans and then inferring that conscious ex-

perience is a further similarity: “First, they 

have bodies like me, which I know in my 

own case to be the antecedent condition of 

feelings; and because, secondly, they exhibit 

the acts, and outward signs, which in my 

own case I know by experience to be caused 

by feelings” (5).

Although reasoning by analogy never 

delivers certainty, especially when applied 

across species, it can still be a valid ap-

proach for studying animal consciousness 

when viewed as a kind of inference to the 

best explanation—that is, the best rationale 

for the available observations and data. 

When humans and other animals perform 

similar behaviors, and when the best ex-

planation for these behaviors in humans 

involves conscious experience, then that 

could be considered evidence—albeit ten-

tative, inconclusive evidence—of conscious 

experience in other animals, too. Such 

an analysis might provide evidence for or 

against a claim without definitively proving 

or refuting the claim. 

Philosophers call this kind of reasoning 

an “abductive” inference, and it is at the 

core of the scientific method—a process of 

inquiry and investigation that identifies the 

most likely conclusion from a set of obser-

vations. Of course, abductive inference can 

deliver stronger evidence for some “other 

minds” than for others. When the question 

is whether other (awake, adult) humans 

are conscious, this method delivers virtual 

certainty. However, when the question is 

whether nonhuman animals are conscious, 

it delivers less certainty. For animals such 

as chimpanzees that are closely related to 

humans, abductive inference can establish 

a high level of confidence that conscious-

ness is present. For animals that are far-

ther away on the phylogenetic tree, such as 

ants, this method might at best establish 

only a “realistic possibility” that conscious-

ness is present—yet even this finding can 

still be important.

How does the science of animal con-

sciousness determine which continuities 

between humans and other animals are 

relevant without a secure theory of con-

sciousness in hand? Over the past decade, 

researchers have developed frameworks 

for conceptualizing the many forms that 

subjective experiences might take and 

have used these frameworks to investi-

gate specific dimensions of consciousness 

(6). This approach starts with identifying 

a particular dimension of consciousness, 

such as pain experience, visual experience, 

or a sense of self. It then requires identify-

ing observable markers of that dimension 

and seeking evidence that such markers are 

present or absent in the target species. Tak-

ing these steps can produce evidence for or 

against that dimension of consciousness in 

the species of study. 

The degree to which a particular marker 

can increase or decrease confidence in par-

ticular dimensions of animal consciousness 

depends on context. For instance, linguistic 

behavior is a marker of specific kinds of 

conscious thought and emotion in humans. 

But as demonstrated by large language 

models that simulate human conversation, 

linguistic behavior alone is not strong evi-

dence of consciousness in nonhuman sys-

tems. Awake, adult humans display many 

interconnected behavioral and neurobiolog-

ical markers of conscious thought and emo-

tion. When humans face danger, they do 

not merely report “Danger!” but they may 

freeze and tense their muscles, and they 

may demonstrate increased heart rate and 

respiration, as both the brain’s amygdala 

and cerebral cortex regions increase activ-

ity. When a system only demonstrates one 

type of marker, such as verbal behavior, it 

provides at best very weak evidence of con-

sciousness. But when many types of mark-

ers are present together, they can jointly 

provide strong evidence. 

When some markers of consciousness 

are present and others are absent, careful 

interpretation is required. For example, 

when behavioral markers of consciousness 

are absent in humans—as with fetuses, in-

fants, and humans who are unresponsive 

after brain injuries—researchers can give 

more weight to neurophysiological mark-

ers, such as the perturbational complex-

ity index and the P3b wave (both of which 

measure responses to specific kinds of ex-

ternal stimuli). Alternatively, when human 

neurophysiological markers are absent—as 

with animals that have very different brain 

structures, such as octopuses or bees—be-

havioral markers become more important. 

A key challenge with assessing behav-

ioral markers is that some behaviors can be 

caused by conscious as well as unconscious 

processing of a stimulus. For instance, aver-

sive behavior can be caused by pain, a nega-

tively valenced conscious experience. But 

aversive behavior can also be caused by no-

ciception, the detection of a noxious stimu-

lus (mechanical, thermal, or chemical) that 

can occur unconsciously—that is, the body 

can detect such a stimulus and activate neu-

ral pathways without causing a conscious 

experience of the stimulus. To serve as 

evidence for consciousness, then, aversive 

behavior must go beyond mere sensitivity, 

What if markers of consciousness in 

humans are identified in other animals, 

from vertebrates to invertebrates?
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by, for example, implicating mechanisms 

of learning and memory to enable flexible, 

adaptive, and lasting behavioral change.

To make progress on defining behavioral 

markers, it is necessary to distinguish con-

scious and unconscious neural processing 

related to a specific situation (such as tis-

sue damage). Researchers can then identify 

markers of the conscious version in humans 

(such as behaviors that occur when tis-

sue damage feels bad) and can search for 

species-appropriate versions of these mark-

ers in other animals. Clearly, this approach 

leaves room for doubt about whether these 

markers correspond to conscious experience 

in animals—and room for improvement re-

garding both the choice of markers and the 

search for markers. However, these kinds of 

markers have face validity and warrant fur-

ther investigation.

Behavioral markers of pain have been 

observed in many different taxa, from ver-

tebrates to invertebrates. In a conditioned 

place preference test conducted on rodents, 

the animal chooses between two chambers. 

The initially favored chamber is then paired 

with a noxious stimulus, whereas the ini-

tially disfavored chamber is paired with 

an analgesic or local anesthetic. If a hu-

man subject were to switch the preferred 

chamber choice in this context, then the 

best explanation would be that the noxious 

stimulus felt bad and that the subject was 

attempting to remove this unpleasant expe-

rience. This is the best explanation of the 

data in rodents, too (7).

Markers of pain have been reported in 

birds as well. Lame broiler chickens dem-

onstrate a greater ability to walk when ad-

ministered carprofen, an anti-inflammatory 

drug with analgesic properties. When of-

fered a choice between a normal feed and a 

feed laced with carprofen, these birds learn 

to selectively self-administer the analgesic 

when experiencing leg problems (8). Self-

administration of this kind of analgesic in-

dicates that the animal values the kind of 

pain relief that the analgesic provides. When 

humans take ibuprofen after fracturing a 

rib, they are evidently seeking to alleviate a 

negative experience. When a bird performs a 

similar behavior in a similar situation, they 

are plausibly seeking to do the same.

What about other vertebrates—reptiles, 

amphibians, and fishes? Behavioral and 

neurophysiological markers of experienc-

ing pain have been found in all three. For 

instance, reptiles such as pythons show 

a range of pain-related behaviors in re-

sponse to capsaicin injection, such as re-

duced feeding and raising the wound site 

off the ground (9). Amphibians such as 

frogs share anatomical and physiological 

features associated with pain in mammals, 

including neuronal Ad and C fibers and as-

cending spinal cord projections that reach 

the brain stem and thalamus (10). And 

fishes not only sense negative stimuli such 

as shocks but also quickly learn to avoid 

them in the future (11).  

What about invertebrates? Cephalopod 

mollusks such as octopuses have demon-

strated conditioned place preference. A 

single trial was enough to produce a shift 

in preferences, suggesting that acetic acid 

causes a strongly aversive experience that 

lidocaine relieves (12). Pain markers have 

been reported in decapod crustaceans as 

well. Crabs and shrimps exhibit wound-

tending and rubbing in response to elec-

tric shocks. When hermit crabs receive 

electric shocks within a shell, they are less 

likely to abandon a higher-quality shell 

than a lower-quality shell, suggesting that 

the shock elicits an unpleasant state that 

can be weighed against other motivations 

(13). Similar markers have recently been 

found in some insects, indicating that 

there might be conscious experiences in 

this vast taxon as well. For example, bees 

can remember the heat experienced on a 

heat pad and can trade this off, in their fu-

ture decision-making, with the sweetness 

of a sugar reward experienced when on the 

pad—behavior that goes well beyond noci-

ceptive reflexes (14).

It is arguable that behavioral markers of 

pain pertain to perception, learning, mem-

ory, and other such forms of cognition and 

that it is possible for an animal to have these 

capacities in a purely unconscious sense, 

without having any feelings. However, by 

distinguishing between conscious and un-

conscious versions of these capacities in hu-

mans, identifying markers for the conscious 

versions in humans, and finding relevantly 

similar markers in other animals, research-

ers can increase confidence that these ani-

mals may well have feelings associated with 

these processes. 

The “New York Declaration on Animal 

Consciousness,” released in April 2024 and 

signed by over 500 experts, captures a chang-

ing understanding of consciousness while 

acknowledging uncertainty (www.nydeclara-

tion.com). What should the future hold for 

this emerging field? Research on animal con-

sciousness is overly reliant on pain markers, 

yet there is more to consciousness than pain. 

For example, when rats are laughing and 

bees are playing, is this behavior evidence 

of a felt emotion of joy? Attempts to develop 

markers for joy are currently underway (15). 

New and better methods for disentangling 

conscious and unconscious neural process-

ing in animals are also needed. In humans 

and other primates, the study of blindsight, 

in which individuals with lesions in the pri-

mary visual cortex who report blindness 

still respond adaptively to visual stimuli, is 

one way to accomplish this goal. Noninva-

sive techniques such as backward masking, 

in which a stimulus is followed quickly by 

a “white noise” stimulus that renders it sub-

liminal, have been influential as well. Future 

work should investigate translating nonin-

vasive methods to a wider range of animals.

As the science of animal consciousness 

evolves, evidence in different taxa will evolve 

as well, supporting higher or lower degrees 

of confidence that this state of awareness ex-

ists beyond humans. The idea that there is 

a “realistic possibility” of consciousness in 

all vertebrates and many invertebrates may 

eventually be replaced by more confident 

language. But for as long as the evidence re-

mains limited and mixed, it is important to 

keep an open mind and strive to learn more. 

At this early stage, it is also important to ac-

cept the absence (for now) of a secure the-

ory or a precise definition of consciousness, 

along with a lack of proof or certainty. Al-

though definitive proof or certainty are not 

achievable goals, strong evidence of the dif-

ferent dimensions of consciousness across 

species should help the field construct bet-

ter theories of consciousness—and a better 

understanding of the tree of life. j
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EVOLUTIONARY BIOLOGY

Enabling evolvability to evolve
A multilevel population architecture enables bacteria to 
evolve increased adaptability

By Edo Kussell1,2

E
volvability, or the capacity to gener-

ate adaptive phenotypic variation, can 

itself evolve in response to selection 

(1). Species that evolve too slowly may 

be unable to adapt to environmental 

change and are more likely to go ex-

tinct than faster-evolving species. Yet what it 

takes to get evolvability to evolve, in nature 

or in the lab, has remained puzzling. For ex-

ample, many generations might be needed 

for natural selection to change a species’ abil-

ity to adapt. Higher  evolvability can result in 

lower heritability, a cornerstone of natural 

selection’s ability to act, and the same de-

gree of evolvability might not suit all traits 

equally. On page 840 of this issue, Barnett et 

al. (2) describe how experimental evolution 

can yield increased evolvability by localized 

hypermutation in populations of bacteria ex-

posed to an alternating selection regime, akin 

to the regularly fluctuating conditions that 

pathogenic bacteria experience moving from 

one host to another. 

Barnett et al. sought to evolve  evolvability 

using the soil-dwelling bacterium Pseudomo-

nas fluorescens. In a static culture, P. fluore-

scens rapidly depletes oxygen dissolved in a 

liquid medium, which leads it to form a “mat” 

of cells at the air-liquid interface (3), allow-

ing cells to directly access oxygen from the 

air. To form a mat, cells must produce large 

amounts of the extracellular matrix struc-

tural component cellulose (4), a behavior 

known as a CEL+ phenotype. Once the mat 

has formed, it can be colonized by cells that 

do not produce cellulose, a CEL− phenotype. 

These cells take advantage of easy access to 

oxygen while avoiding the metabolic cost of 

cellulose production. Switching between CEL 

phenotypes is associated with mutations in 

the genome, and the rate at which switching 

occurs corresponds to the evolvability of the 

CEL phenotype.

The approach of Barnett et al. involved an 

alternating selection regime with eight paral-

lel cultures of P. fluorescens propagated over 

many rounds (see the figure). Although each 

culture contained a single population with 

billions of cells, collectively the eight cultures 

constituted a multilevel structure, known as 

a metapopulation, which was key to the ex-

periment’s success. Each time a population 

failed to produce cells of the alternative phe-

notype, that population was declared extinct. 

In its place, the authors seeded a new popu-

lation using cells of the required phenotype 

from another randomly chosen population, 

effectively allowing interpopulation competi-

tion within the metapopulation.

Mutations in the pflu0185 gene accounted 

for many  CEL phenotype switching events ob-

served by Barnett et al. This gene negatively 

regulates amounts of cyclic-di–guanosine 

monophosphate  (cyclic-di-GMP) , a signaling 

molecule that activates cellulose production. 

During the experiment, pflu0185 gained a 

seven-nucleotide-repeat sequence motif near 

the beginning of the gene, which is prone to 

insertions  and deletions during DNA replica-

tion. Formation  of the repeat causes a frame-

shift in the coding sequence that yields a 

nonfunctional protein, which elevates cyclic-

di-GMP levels and activates cellulose produc-

tion, resulting in a CEL+ phenotype. Repeat 

contraction reverses this behavior, yielding 

a CEL− phenotype. In this way, the heptanu-

cleotide repeat motif increases evolvability at 

the genomic locus that controls the specific 

trait under fluctuating selection.

Barnett et al. traced the motif ’s first ap-

pearance to a specific round of selection 

in a single population. Tracking this lin-

eage backward in time, they found that a 

series of mutations in the pflu0185 gene 

and its upstream regulatory region gradu-

ally increased its transcription rate. These 

pflu0185 alleles also caused successive in-

creases in the rate of frameshift mutations 

within the gene. When another wild-type 

copy of pflu0185 was inserted elsewhere 

in the genome, it did not exhibit increased 

frameshifting, confirming that hypermu-

tability was localized around the pflu0185 

locus. Thus, a molecular mechanism in-

volving transcription-associated mutagen-

esis (5) could explain the local increase in 

frameshift mutations that first enabled the 

repeat motif  to occur. 

The phenotypic switching that evolved 

de novo in these experiments uses the same 

molecular mechanism that exists in contin-

gency loci found in many pathogenic bacteria 

(6). Contingency loci genes encode proteins 

that modify bacterial cell-surface structures 

that are recognized by the host immune sys-

tem. These genes also contain repeat motifs 

that enable a population to rapidly diversify 

its cell-surface repertoire to evade the im-

mune system, which itself varies from host to 

1Department of Biology, New York University, New York, NY, 
USA. 2Department of Physics, New York University, New York, 
NY, USA. Email: edo.kussell@nyu.edu

Multilevel population architecture for evolution of lineage traits
A metapopulation consists of N populations of individuals with different phenotypes (orange and blue dots). 

Individuals are selected to continue to the next round on the basis of their phenotype. Populations that fail to produce

the alternate phenotype go extinct and are reseeded from a different population. Each population corresponds to a 

single ancestral lineage traced backward through its phylogenetic tree (bolded line). The metapopulation maintains a 

diverse collection of lineages that compete, allowing selection to act on traits such as evolvability.

Metapopulation 
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host. There is a strong parallel between the 

metapopulation structure with alternating 

selection of Barnett et al. and real-world en-

vironments that pathogens encounter. Each 

infected host carries a single pathogen popu-

lation, and the collection of all hosts consti-

tutes a metapopulation of pathogen lineages. 

Phenotypes that are successful in one host 

may be deleterious in a subsequent host (7), 

and different pathogen lineages must com-

pete for a large but limited number of hosts. 

The ability of a metapopulation with fluc-

tuating selection to promote the evolution 

of evolvability may explain why contingency 

loci are prevalent in pathogenic bacteria. 

More broadly, it is possible that using a mul-

tilevel “architecture” for  evolution experi-

ments could enable  the evolution of many 

other adaptive modalities. The evolution of 

any trait requires heritability, diversity, and 

differences in fitness. However, some traits, 

such as evolvability, do not correspond to 

properties of an individual, but control sta-

tistical properties of all lineages that can 

be generated. Gene regulation, including 

stochastic and responsive switching, is a 

lineage-level trait that determines the en-

semble of lineages that will be generated in 

a fluctuating environment (8). Evolving such 

traits efficiently requires competition among 

a diverse set of lineages. Yet within a single 

population, selection causes lineages to rap-

idly coalesce, making it difficult to maintain 

more than one lineage for a substantial num-

ber of generations. A multilevel population 

structure increases lineage diversity while 

enabling interlineage competition to act on 

differences in lineage fitness. Accordingly, 

the ability of selection to act on lineage traits 

will be limited by the size of the metapopu-

lation. It is striking that the emergence of 

a new contingency locus could be observed 

with a metapopulation size of only eight lin-

eages. The evolutionary potential of this ar-

chitecture has powerful implications, given 

the huge metapopulations with billions of 

parallel lineages that exist in nature. Un-

derstanding how to design architectures 

that bridge the gap between what can be 

observed in the lab and what takes place in 

nature is a key goal for future research. j
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ADDITIVE MANUFACTURING

Connecting the dots for cooling 
Semiconductor particles are fused to 
make a thermoelectric cooler   

By Lara Perren and Maksym Yarema

A
dditive manufacturing, also known 

as three-dimensional (3D) printing, 

has swiftly become a go-to fabrica-

tion approach for a wide span of 

applications, such as automotive, 

aerospace, biomedical, and construc-

tion (1). For energy technologies such as 

thermoelectric cooling, however, 3D print-

ing is notably less integrated because of the 

intricate specifications required of func-

tional semiconductors. Characteristics of a 

material, such as charge carrier mobility, 

level of impurities (dopants), and micro-

structural defects, as well as surface and 

interfacial properties, must be precisely 

engineered to achieve desired performance. 

3D printed semiconductor devices often 

demonstrate lesser performance compared 

to their thin-film counterparts because of 

imperfections in the functional layer that 

are introduced during printing (2, 3). On 

page 845 of this issue, Xu et al. (4) report 

additive manufacturing of a thermoelectric 

cooler with a cooling efficiency surpassing 

that of existing devices. This demonstrates 

potential use of 3D printing for large-scale 

production of semiconductor devices.

A thermoelectric cooler is a solid-state 

device that uses electrical current to trans-

fer heat from one side to another. This 

modern method of thermal management 

avoids the use of harmful refrigerants in 

conventional vapor compression systems. 

However, implementing thermoelectric 

cooling for large-scale applications is pri-

marily limited by low cooling efficiency and 

high manufacturing cost. Extrusion-based 

3D printing (5) that deposits materials in a 

form of ink could be an alternative to expen-

sive microfabrication—the process of creat-

ing micrometer-scale semiconductor devices 

using photolithography, etching, and deposi-

(Bi,Sb)2Te3

(principal component)

Sb2Te4

(reactive component)

Printing Drying Sintering

Bi nanoparticle
(low-melting component)

Xanthan gum
(polymer binder)

Extrusion-based 
3D printing

Ink is extruded from the printer 
nozzle. The constituents flow freely 
during deposition but maintain a 
desired 3D shape after printing.

Bi, bismuth; Sb, antimony; Te, tellurium.

Solvent is removed by low- 
temperature heating. The polymer 
binder provides mechanical 
robustness to maintain the 
structural integrity. 

Heat treatment at high 
temperatures removes the binder 
and facilitates a reaction between Bi 
nanoparticles and Sb2Te4 to form a 
coherent network of [(Bi,Sb)2Te3] 
grains with abundant defects. 

3D printing a thermoelectric cooler
Formulating an ink with a reactive component and polymer binder enables precise engineering of a material’s 

microstructure during three-dimensional (3D) printing. A thermoelectric device with a better cooling efficiency 

than its thin-film counterparts was fabricated, which shows the potential of 3D printing for large-scale 

production of semiconductor devices.
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tion of thin films. The main challenge of im-

plementing additive manufacturing to such 

devices is formulating an ink that promotes 

sufficient bonding between its constituents 

upon drying. Additionally, it is highly uncon-

ventional to fine tune the functional proper-

ties of semiconductors after printing.

For an efficient thermoelectric cooler, 

achieving high electrical and low thermal 

conductivity are required. Both these prop-

erties are dictated by a material’s microstruc-

ture—the atomic arrangement that consists 

of crystalline grains, interfaces, and defects. 

Length scale of individual grains and spatial 

dimension of defects within a crystal affect 

the mobilities of charge carriers and pho-

nons (quasiparticles associated with atomic 

vibration). Good interfacial bonding between 

grains is needed to maximize electrical con-

ductivity, whereas a certain density of de-

fects is required to scatter phonons to reduce 

thermal conductivity (6, 7). Although these 

two conditions are seemingly incompatible, 

charge carriers and phonons generally have 

a different mean free path—the average dis-

tance a particle travels without a collision. 

Thus, engineering a material’s microstruc-

ture could decouple the two conditions to 

achieve desired functionality of a thermo-

electric cooler (8). Extrusion-based 3D print-

ing inevitably results in porous structures 

because of the inherent gap between the 

deposited components.  Such material has 

air pockets that scatter phonons, resulting 

in low thermal conductivity (4). By contrast, 

achieving adequate electrical conductivity is 

challenging because of the reduced interfa-

cial areas between the grains. Thus, coherent 

networks of semiconductor grains should be 

formed by carefully controlling the micro-

structure of porous thermoelectric coolers, 

which has not been obtained using 3D print-

ing methods.

Xu et al. report additively manufactured 

components of a thermoelectric device with 

a record-high cooling temperature gradient 

of 50°C in an ambient environment. The 

authors demonstrate judicious microstruc-

ture engineering of 3D printed parts using a 

material’s inherent properties and additives 

in the ink formulation (see the figure). The 

two leading n-type (negative) and p-type 

(positive) semiconductors used for thermo-

electric cooling—silver selenide (Ag2Se) and 

bismuth antimony telluride [(Bi,Sb)2Te3], 

respectively—were successfully printed. 

Colloidal suspensions were used as inks 

to promote interparticle bonding at low 

temperatures without an applied pressure. 

The printed materials exhibited a porous 

structure with micrometer-sized grains and 

abundant defects. 

Engineering the microstructure of n-type 

silver selenide is elegant in its simplicity. Xu 

et al. exploited a phase transition at 130°C 

to a superionic phase that consists of more 

freely moving atoms within a solid lat-

tice. The increased mobility of silver atoms 

formed coherent interfaces between grains 

with a large density of defects, which is ideal 

for low thermal conductivity and high elec-

trical conductivity. In the case of bismuth 

antimony selenide, the low melting tem-

perature of bismuth nanoparticles acted as 

a solder to enable a solid network within 

the 3D printed components during the mild 

heat treatment. Liquid bismuth also accel-

erated the reaction with the molecular an-

timony telluride additive (Sb2Te4), such that 

the composition of the interfaces matches 

closely that of bismuth antimony selenide 

grains. This reaction produced a high den-

sity of defects to scatter phonons. Further, 

Xu et al. included the xanthan gum binder in 

the ink to reinforce mechanical properties of 

as-printed semiconductors.

The findings of Xu et al. highlights how 

microstructure engineering by carefully 

formulating printer ink can make a high-

performance functional material. Optimiz-

ing constituents of the ink and deposition 

parameters could potentially print materials 

that are close to the benchmark quality of 

crystalline layers with precise arrangement 

of atoms. This would enable fabrication of 

high-quality semiconductors with the ben-

efits of 3D printing for simplicity, fast pro-

duction speed, and efficiency.

The work of Xu et al. demonstrates that 

a highly porous thermoelectric cooler can 

perform as well as its dense thin-film coun-

terparts. The economic cost of 3D printing 

makes it desirable for fabricating semicon-

ductor devices beyond thermoelectric cool-

ing. The ability to precisely control porous 

microstructure could be advantageous to 

other energy applications that can tolerate 

or require high surface areas. These include 

electrocatalysts, fuel cells, batteries, and su-

percapacitors, from liquid-borne materials, 

such as molecular complexes and colloidal 

nanoparticles (9).        j
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NEUROSCIENCE

An innate drive 

to save a life
In mice, two brain regions 
drive the impulse to revive 
an unconscious companion

By William M. Sheeran1,2 and 

Zoe R. Donaldson1,3

P
eople who witness someone collapse 

and who subsequently perform car-

diopulmonary resuscitation (CPR) 

report that they intervene because 

they intuitively understand that the 

person would otherwise die (1).  Hu-

mans are not alone in this instinct. Animals 

as diverse as elephants [Loxodonta africana 

and Loxodonta cyclotis (2)], chimpanzees 

[Pan troglodytes (3)], and dolphins [Tursiops 

truncatus (4)]  can recognize and intervene 

by touching, nudging, and even carrying an 

incapacitated individual. On pages 843 and 

842 of this issue, Sun et al. (5) and Sun et 

al. (6), respectively, provide information on 

the neurobiology underlying this impulse. 

They report that mice (Mus musculus) have 

an instinct to revive an unresponsive mouse 

and identify two distinct brain regions that 

are crucial for this behavior. These findings 

add to the evidence that an impulse to help 

others in states of extreme distress is shared 

by many species and highlight neural mecha-

nisms that drive instinctive rescue. 

Innately driven social behaviors are those 

that are not explicitly taught but instead seem 

to preexist in the brain, ready to be triggered 

by the right circumstance (7). For example, a 

newly hatched duckling or gosling will exclu-

sively follow the first moving entity it sees, a 

form of social bonding critical for offspring 

survival. This process, called imprinting, is 

mediated by N-methyl-D-aspartate (NMDA) 

receptors in the intermediate and medial 

mesopallium of the brain and is so strong 

and immutable that once imprinting has oc-

curred, the baby bird is unable to imprint on 

anyone else (8). 

Sun et al. and Sun et al. addressed whether 

such innate predisposition for specific social 

actions extends to how an animal responds 

to another’s apparent distress. Both groups 
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found that mice increased the time they 

spent investigating and grooming another 

mouse if it was rendered unresponsive by 

either a sedative (5) or an anesthetic (6). As 

the drugged animal fell deeper into an un-

responsive state, the bystander transitioned 

from more passive social investigation, such 

as sniffing, to increasingly intense grooming 

directed at the face. These bystander mice 

rarely groomed the faces of awake mice or 

asleep (but not drugged) controls. 

Sun et al. (6) showed that facial groom-

ing was particularly focused on pulling and 

biting at the incapacitated animal’s tongue. 

Approximately half the time, the bystander 

animal was able to pull the other animal’s 

tongue out of its mouth, successfully enlarg-

ing the unconscious animal’s airway (see the 

photo). Furthermore, when a foreign object 

was placed in the incapacitated animal’s 

mouth, the bystander mouse removed it be-

fore continuing to manipulate the tongue. 

These behaviors are reminiscent of how hu-

mans are taught to clear the airway of an un-

conscious individual during CPR (9). 

It is easy to anthropomorphize these re-

suscitation-like behaviors as a rodent’s ap-

proximation of CPR, but do they facilitate 

recovery? Sun et al. (5) found that incapaci-

tated animals that received face-directed 

grooming from a bystander twitched more 

often and, critically, both Sun et al. and Sun 

et al. found that they regained consciousness 

more quickly than incapacitated animals that 

were alone. Furthermore, a separate, recent 

study reported that tongue biting and drag-

ging promotes arousal in anesthetized mice 

through a direct tongue-brain circuit (10). 

Notably, in the studies by Sun et al. and Sun 

et al., the bystander animals reduced the 

amount of face-directed grooming as the 

drugged animals regained consciousness, 

ultimately reverting to sniffing and other in-

teractive behaviors that are typical of awake 

animal pairs. Therefore, face-directed groom-

ing behaviors seem to aid recovery of the 

incapacitated mouse and to be implemented 

only when bystander animals sense that 

their intervention is needed.

To investigate the neuronal mechanisms 

underlying the observed resuscitation-like 

response, Sun et al. (6) screened candidate 

regions in the brains of bystander mice for 

increased expression of the immediate early 

gene Fos, which is a marker for neuronal ac-

tivation. This screen identified the paraven-

tricular nucleus (PVN) of the hypothalamus 

and the medial amygdala as regions of in-

terest. Fos expression was particularly high 

in the subpopulation of PVN neurons that 

produce oxytocin, a neurohormone that is 

important for social behavior in organisms 

ranging from worms to humans (11). In ro-

dents, oxytocin promotes consolation and 

empathy-like behaviors, which prompted 

Sun et al. (6) to focus on the potential role 

of these neurons in mediating resuscitation-

like behaviors. By contrast, Sun et al. (5) 

focused their efforts on the medial amyg-

dala, which is a part of the brain critical for 

a range of innate social behaviors. These 

behaviors include allogrooming, a form of 

comforting, gentle touch directed toward a 

distressed animal (12). 

Despite examining two distinct brain re-

gions, Sun et al. and Sun et al. obtained very 

similar results. In bystander mice, subsets 

of medial amygdala and oxytocinergic PVN 

neurons showed patterns of activity that dis-

criminated between incapacitated and awake 

individuals. This discrimination was also evi-

dent in the collective activity of all recorded 

neurons in either region, implying that the 

brain might encode information about inca-

pacitated states by using strategies that range 

from the output of individual, stimulus-re-

sponsive neurons to the summated output of 

entire populations of neurons. Furthermore, 

experimental inhibition of neurons in the 

medial amygdala or oxytocinergic neurons in 

the PVN diminished resuscitation-like behav-

iors, whereas activation of either enhanced 

them. This indicates that both brain regions 

are critical for promoting rescue responses.

Why might neurons in two distinct re-

gions contribute to the same behavior? Oxy-

tocinergic neurons in the PVN have diffuse 

projections throughout the brain, including 

a direct connection with neurons in the me-

dial amygdala (13). The release of oxytocin 

from such projections might increase the sig-

nal-to-noise ratio of neuronal activity relat-

ing to specific social cues and in turn modify 

the perceived importance of those cues (13). 

For example, oxytocin release in female mice 

who have recently given birth heightens 

their focus on distressed pups, promoting 

the retrieval of those pups to the nest. This 

occurs because oxytocin enhances neural re-

sponses to pup calls in the left auditory cor-

tex (14). Through mechanisms such as this, 

oxytocin and other neuromodulators such 

as dopamine and norepinephrine have been 

proposed to shape information processing in 

the brain in a dynamic way to promote dis-

tinct cognitive and behavioral functions (15). 

In the context of behavioral responses to 

an unresponsive mouse, a specific neuro-

modulatory state, generated in part by PVN 

oxytocinergic neurons, might enable optimal 

information processing in key regions, in-

cluding the medial amygdala, to enhance rec-

ognition of incapacitation and/or promote a 

rescue response. Experimental manipulation 

of oxytocin release specifically in the medial 

amygdala and other target regions will be re-

quired to test this hypothesis. j

REFERENCES AND NOTES

 1. J. Mausz, P. Snobelen, W. Tavares, Circ. Cardiovasc. Qual. 

Outcomes 11, e004035 (2018).  
 2. I. Douglas-Hamilton, S. Bhalla, G. Wittemyer, F. Vollrath, 

Appl. Anim. Behav. Sci. 100, 87 (2006). 
 3. M. Shimada, W. Yano, Sci. Rep. 13, 16661 (2023).  
 4. S. A. Kuczaj 2nd et al., Learn. Behav. 43, 289 (2015).  
 5. F. Sun et al., Science 387, 843 (2025).
 6. W. Sun et al., Science 387, 842 (2025).
 7. D. Wei, V. Talwar, D. Lin, Neuron 109, 1600 (2021).  
 8. B. J. McCabe, Front. Physiol. 10, 658 (2019).  
 9. T. M. Olasveengen et al., Circulation 142, S41 (2020).  
 10. P. Cao et al., Sci. Adv. 11, eadq3874 (2025).  
 11. Z. R. Donaldson, L. J. Young, Science 322, 900 (2008).  
 12. Y. E. Wu et al., Nature 599, 262 (2021).  
 13. R. C. Froemke, L. J. Young, Annu. Rev. Neurosci. 44, 359 

(2021).  
 14. B. J. Marlin, M. Mitre, J. A. D’amour, M. V. Chao, R. C. 

Froemke, Nature 520, 499 (2015).  
 15. D. A. McCormick, D. B. Nestvogel, B. J. He, Annu. Rev. 

Neurosci. 43, 391 (2020).  

10.1126/science.adv3731

A bystander mouse bites an incapacitated mouse’s face and tongue, pulling the tongue out of the mouth and 

enlarging the unconscious animal’s airway. This behavior often facilitated recovery. 
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O
ver the past four decades, high-

performance computing (HPC) has 

enabled considerable advances in 

scientific discovery and engineering, 

spurring technological development 

across the globe. However, with 

the demand for precision and fidelity of 

computational models continuing to grow, 

HPC faces bottlenecks in data handling, 

algorithm efficiency, and the scalability of 

new architectures, especially in fields such 

as chemistry and biology, where molecular 

simulations increasingly strain hardware 

and software limits. Governments world-

wide are heavily investing in HPC infra-

structure to support research, industrial 

innovation, and national security, each 

adopting distinct approaches shaped by na-

tional interests and regulatory landscapes. 

Conversely, in the US, there is no long-term 

plan or comprehensive vision for the next 

era of HPC advancements, leaving the fu-

ture trajectory of US HPC and scientific and 

technological leadership uncertain.

 HPC systems are advanced computing 

ensembles that harness the power of tens 

of thousands of tightly coupled processors 

and high-performance storage to deliver 

massive processing power, parallelism, 

and scalability. They enable faster com-

putations, high-throughput exploration of 

ideas, more detailed models, and real-time 

decision-making in time-critical scenarios. 

They provide the ability to search massive 

key spaces for cryptography, conduct bio-

medical simulations for patient-specific 

treatments, and analyze petabyte-scale 

datasets generated by high-energy particle 

accelerators. Large-scale partial differen-

tial equation solvers are being used in a 

wide spectrum of simulations, from severe 

weather forecasting and seismic hazard 

modeling through aircraft and automotive 

design to managing oil and gas extraction. 

These solvers and applications require 

high fidelity and numerical precision be-

cause they often involve solving complex, 

nonlinear systems over millions or even 

billions of degrees of freedom. The compu-

tational intensity and memory demands of 

these applications also require HPC’s mas-

sive parallel processing capabilities, high 

memory bandwidth, and efficient inter-

connection networks to handle the needed 

scale and resolution.

The rise of generative artificial intelli-

gence (AI) has intensified the demands on 

HPC, transforming it from a resource pri-

marily focused on physics-based simula-

tions and large-scale scientific data analyses 

into a critical foundation for massive neural 

network training and inference. With AI’s 

ubiquitous applicability to science, com-

merce, and global competitiveness, HPC’s 

role has expanded, driving unprecedented 

demand and introducing new computa-

tional, economic, and energy requirements.

The 2024 Nobel Prizes awarded in 

physics, chemistry, and economics all 

underscored the pivotal role of comput-

ing in advancing scientific discovery 

and economic competitiveness. These 

achievements are enabled by AI method 

development and applications that rely 

on powerful HPC systems to accelerate 

AI model training, enable advanced AI 

research through model exploration, and 

support the large-scale data processing and 

data generation. However, although these 

successes capture global attention, they 

represent only a fraction of the broader 

ecosystem needed to maintain leadership 

in computing-driven innovation. Simply 

put, continued technical advances in HPC 

are needed for both traditional simulations 

and to advance the power and reach of AI.

TECHNICAL CHALLENGES

Today, HPC is in a state of transition, 

shaped by both technology constraints and 

market forces. As processor floating point 

operations per second (FLOPS) have grown 

exponentially, owing to advancements in 

transistor density, parallelism, and special-

ized accelerators, the memory bandwidth—

which dictates the amount of data that can 

be moved to the processors per second—has 

improved much more modestly because of 

physical constraints, such as latency and 

power consumption, leading to an increas-

ing FLOPS-to–memory bandwidth ratio. 

This means that systems can be inefficient, 

with processors incurring idle time while 

waiting for data. Along with fast-paced 

changes in computing hardware and soft-

ware, the rise of generative AI, the market 

dominance of large-scale cloud service pro-

viders (hyperscalers), and the growth of in-

ternational competition in innovation and 

workforce development are all reshaping 

the computing ecosystem.

Moore’s law (1) predicted that the num-

ber of transistors on a microchip would 

double approximately every 2 years, lead-

ing to exponential increases in processing 

power and performance at steady-to-de-

clining price points. Over nearly 60 years, 

this extraordinary, sustained progress has 

reshaped the modern world, but no expo-

nential lasts forever. With transistor sizes 

approaching atomic scales, this rate of 

progress is no longer attainable.

State-of-the-art microchip fabrication fa-

cilities are technological marvels that now 

cost in excess of $10 billion. These costs 

can only be justified by products with very 

high market demand, and unfortunately, 

the HPC community is too small to drive 

markets on its own. Since the mid-1990s, 

the scientific community has leveraged 

“commodity” processors designed for other 

markets. This approach has worked well 

as central processing units (CPUs) and, 

more recently, graphics processing units 

(GPUs) have proved suitable for computa-

tional science. However, today’s dominant 

market is AI, which does not require the 

high-precision arithmetic long common 

in computational modeling and is leading 

the design of chips with lower-precision 

arithmetic (16-bit floating point or 8-bit 

integer precision, as opposed to the 64-bit 

floating point precision of traditional pro-

cessors). This trend raises a very real risk 

that future commodity hardware will not 

be appropriate for traditional modeling 
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and simulation applications that continue 

to be important for science, engineering, 

and defense.

To mitigate these risks, algorithm re-

searchers and numerical analysts are 

exploring ideas for effectively using the 

low-precision arithmetic that future chips 

will provide. On the hardware side, new 

design and fabrication models will al-

low the different functional units of a 

chip to be fabricated separately (so-called 

“chiplets”) and then joined together. This 

should lower the cost of semicustom de-

vices, perhaps allowing specialized HPC 

chips to be affordable. And, of course, the 

rapid advances in AI that are driving these 

trends will create new ways to use comput-

ing to advance science. At the 

same time, AI can also improve 

chip and HPC system design, 

reliability, scalability, and per-

formance. Still, it remains to be 

seen whether these approaches 

will bear fruit for physics-

based simulations.

Another major challenge for 

HPC is the power consumption 

of current machines, which is 

on the order of tens of mega-

watts. In 1974, Robert Dennard 

observed that the shrinkage 

from Moore’s law came with 

a corresponding shrinkage in 

transistor energy consumption 

(2). For the subsequent three 

decades, microprocessors grew 

in performance with minimal 

increases in energy consump-

tion. Dennard scaling ended in 

the mid-2000s, and the energy consump-

tion of HPC platforms has been steadily 

rising ever since. There are ways to reduce 

power by changing programming models 

and architectures (for example, GPUs are 

notably more energy efficient than CPUs). 

However, sustained progress in energy ef-

ficiency will require a dedicated research 

program involving codesign of hardware 

and software. The results will potentially 

not only affect HPC but also improve the 

sustainability of power-hungry AI.

GEOPOLITICAL CONTEXT

In the second half of the 20th century, HPC 

was a tool for solving problems, often using 

simulations, that were not solvable using 

analytical methods. From early scientific 

and military applications, HPC was also 

adopted by the industrial sector, and more 

recently, it became a core driver for AI 

research and applications. Over time, the 

global HPC landscape has evolved, placing 

HPC in a geopolitical arena where nations 

compete for technological sovereignty and 

leadership, recognizing the strategic im-

portance of computing leadership in ad-

vancing economic, scientific, and military 

capabilities. Governments worldwide are 

heavily investing in HPC infrastructure 

to support research, industrial innova-

tion, and national security, each adopting 

distinct approaches shaped by national 

interests and regulatory landscapes. For 

example, EuroHPC (3), a European Union 

initiative, is Europe’s response to concerns 

over data sovereignty and technological de-

pendency. By building some of the world’s 

fastest supercomputers in locations such 

as Finland, Italy, and Slovenia, EuroHPC 

aims to reduce reliance on external tech-

nologies, prioritize privacy-centric design, 

and establish Europe as a leader in fields 

requiring immense computational power, 

including climate modeling, personalized 

medicine, and AI. In Japan, the Fugaku 

supercomputer (4) developed by RIKEN 

and Fujitsu exemplifies a hybrid approach 

that balances academic and commercial 

use cases. This model reflects Japan’s 

commitment to pushing computational 

boundaries for both fundamental research 

and industrial applications. Meanwhile, 

China has rapidly advanced its HPC capa-

bilities, leveraging domestically developed 

infrastructure and processor technologies, 

such as those underpinning the Sunway 

TaihuLight and Tianhe-3 supercomputers 

(5). China’s HPC strategy underscores a 

broader national goal of technological self-

sufficiency, aiming to reduce dependence 

on foreign technology amid trade restric-

tions. These initiatives reveal deep-seated 

policy and technical tensions around na-

tional security, international collaboration, 

and market independence, highlighting the 

essential role of computational power in 

shaping geopolitical influence and sustain-

ing global competitiveness.

US-CENTRIC CONCERNS

In 2024, the US celebrated the success of 

its Exascale Computing Project (ECP) (6), a 

$1.8 billion project launched by the Depart-

ment of Energy (DOE) in 2016. This effort 

culminated in deploying the first US exascale 

supercomputers (capable of 1018 operations 

per second) at Oak Ridge, Argonne, and Law-

rence Livermore National Laboratories. The 

ECP was a collaborative, multiyear effort that 

brought together national laboratories, aca-

demia, and industry to develop more than 20 

new applications running on these exascale 

systems along with the underlying software 

stack and advanced hardware 

features. Today, the US lacks a 

strategic roadmap and a broad 

and coordinated federal HPC 

investment strategy, which puts 

the US at a crossroads, especially 

as other global players—notably 

China, Japan, and the European 

Union—aggressively pursue am-

bitious plans to develop their 

own advanced computing 

ecosystems.

In the past 2 years, we have co-

authored multiple papers (7–10) 

that reviewed the state of the art 

in HPC, examined US leadership 

in this area, and explored poten-

tial future research and develop-

ment (R&D). These reports have 

also called for a coordinated na-

tional R&D and funding strategy 

to advance HPC hardware de-

signs, algorithms, software, and their appli-

cations. Such a strategy should be sustained 

over at least the next decade and across 

multiple federal agencies and should involve 

companies, including hyperscalers, universi-

ties, national laboratories, and strategic in-

ternational partners. Because the technology 

and application landscapes are changing ex-

tremely rapidly, we advocated for developing 

prototype systems that would allow explora-

tion of new hardware and software solutions. 

We also advocated for a holistic codesign to 

integrate hardware and software systems to 

optimize performance and efficiency across 

the computing ecosystem to support a new 

era of applications that will use AI, simula-

tion, and their combination.

Given the importance of HPC to future 

economic competitiveness and national 

security, we are dismayed by the lack of co-

ordinated action to address the recommen-

dations in these reports, and we foresee 

long-term adverse outcomes for the US. With 

this Policy Forum, we aim to bring attention 

to the totality of challenges and opportuni-

Lawrence Livermore National Laboratory’s El Capitan exascale

system is the first supercomputer to use Advanced Micro Device (AMD)’s 

MI300A accelerated processing units.
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ties in HPC and advocate for a multiagency, 

“whole-nation,” and internationally collab-

orative effort to reenergize HPC R&D.

A key area of focus should be high-end 

computational science and engineering, 

where the US has a deep foundation in ap-

plied mathematics, particularly in scien-

tific machine learning, optimization, and 

numerical algorithm development. These 

fields are essential in building applications 

and software for future national priorities 

and for harnessing the potential of emerg-

ing computing architectures. Moreover, sus-

tained investment in core computer science 

disciplines—such as programming models, 

algorithmic complexity, AI, data manage-

ment, system architectures, and network re-

search—will be critical to drive future HPC 

innovations. There is also exciting research 

into new computing models, in particular 

quantum computing, which will require 

deep interdisciplinary efforts to realize. 

This should be seen as a promising future 

technology with the potential to transform 

the feasibility of computational solutions 

for important applications, such as cryp-

tography, drug discovery, and molecular 

modeling, but not as a replacement for the 

breadth and ubiquity of traditional comput-

ing in the near term.

The 2022 CHIPS and Science Act (11) 

was a step in the right direction, bolstering 

semiconductor manufacturing (for example 

providing almost $8 billion to expand semi-

conductor facilities across Arizona, New 

Mexico, Ohio, and Oregon) and creating a 

new Directorate for Technology, Innovation 

and Partnerships within the US National 

Science Foundation geared toward transi-

tioning research into practice and tighter 

engagement with industry (for example, 

funding regional microelectronics hubs). 

Another key advance is a renewed focus on 

data life cycles and data ecosystems. More 

recently, the creation of the new Vision for 

American Science & Technology (VAST) 

task force to advise decision-makers in the 

federal government is also another posi-

tive development (12) because charting the 

course of US science and technology will un-

doubtably require investments in HPC com-

puting to solve complex problems. The US 

Congress has also made recommendations 

that would help maintain US leadership in 

AI research, industry adoption, and private 

sector innovation (13), noting that respon-

sible AI innovation requires HPC support 

to ensure ethical guardrails and sustainable 

development. Meanwhile, the private sector 

is investing hundreds of billions of dollars 

in AI data center infrastructure.

Although laudable, these steps have yet 

to bear fruit, and more importantly, they 

do not address the central challenge of 

federal support for HPC-specific R&D that 

would result in innovative HPC solutions to 

the outlined technical challenges. Lack of 

progress in HPC puts US competitiveness 

at risk in the race against countries with 

integrated public-private strategies. The 

US must urgently pursue meaningful col-

laborations with industry, including deeper 

research in computing hardware, software 

systems, algorithm development, and ap-

plications, to capitalize fully on progress in 

microelectronics.

To navigate HPC’s future, we urge the 

US federal government to organize a task 

force charged with creating a national, 10-

year roadmap for HPC in the post-exascale, 

post-ECP era. The roadmap should encom-

pass the entire HPC ecosystem, which in 

addition to hardware acquisition, includes 

application and system software as well as 

a well-trained workforce. The task force 

should include participation from aca-

demia, national laboratories, industry, and 

government. The needed roadmap should 

include investment at the federal level in 

computational science and engineering, 

integrated with AI advancements, and ex-

ploration of customized HPC systems tai-

lored to address the distinct demands of 

multidisciplinary scientific and engineer-

ing simulations as well as their commercial 

and national security applications. Such 

efforts include creating real hardware and 

software prototypes at scale, incorporat-

ing custom silicon designs to test emerg-

ing ideas, and education and training of 

future researchers and engineers that can 

contribute to the HPC-AI ecosystem. To re-

alize the roadmap, it is essential to move 

beyond planning to deliberate implementa-

tion. The enactment should promote broad 

participation, building on ideas developed 

in programs such as the National Artificial 

Intelligence Research Resource (NAIRR) 

(14), which aims to broaden access to AI 

research resources (computational systems, 

datasets, and educational materials) and to 

address key barriers that limit participa-

tion. Because technologies are evolving at 

a rapid pace, such a roadmap would need 

to be a living document. The roadmap and 

associated actions would need to be peri-

odically revisited and adapted both to the 

national needs and priorities and to the 

changing technosocial landscape.

CONCLUSIONS

Recently, the Council on Competitiveness 

and its National Commission on Innova-

tion and Competitiveness Frontiers have 

called on the new administration and the 

new Congress to “act strategically and 

boldly toward a transformative goal for US 

competitiveness: boosting U.S. innovation 

tenfold” (15) and to specifically pursue a 

whole-nation approach to drive technologi-

cal innovation. There are many lessons to 

learn from previous efforts and many exist-

ing programmatic elements to build upon. 

With international competition for leader-

ship in computing intensifying, without a 

renewed commitment, we fear that the US 

will soon lose scientific computing leader-

ship and technological independence, which 

will have deeply worrying implications for 

the US economy, national security, and the 

international science community.        j
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By Caitjan Gainty

T
he Wellcome Collection’s exhibition 

Hard Graft: Work, Health and Rights 

locates its inspiration in the labor 

inequalities that the COVID-19 pan-

demic revealed, between “people in 

lower paid, public-facing jobs and 

those who were able to isolate.” In its bid 

to illuminate undervalued work, the exhibi-

tion moves peripatetically across 

space and time, beginning with 

“the Plantation.” 

This first section’s exploration 

of the global intensification and 

exploitation of both land and 

people begins in the 19th century. 

A photograph that sets viewers 

amid workers on a hillside coffee farm in 

19th-century Brazil and a print that brings 

viewers to a tea plantation in the same pe-

riod in China make clear the grueling na-

ture of plantation work. They hint too at 

the power structures that define it, a theme 

neatly encapsulated in a nearby description 

of “drapetomania”—the 19th-century “men-

tal health condition” that described the de-

sire of enslaved individuals to escape. You 

would have to be crazy to want freedom: a 

convenient thought for plantation owners 

whose pocketbooks were the beneficiaries 

PUBLIC HEALTH

The perils of labor

of such medical convolutions.

A series of photos by Md Fazla Rabbi Fa-

tiq brings visitors to the present, with depic-

tions of the gnarly physical effects suffered 

by those working today on tea plantations in 

Bangladesh. And a compelling video by the 

investigative agency Forensic Architecture 

powerfully connects the spatial continuity of 

inequality in Louisiana’s Death Alley, where 

toxic air, the petrochemical behemoths that 

produce it, and the Black com-

munities that breathe it map onto 

the historical boundaries of ante-

bellum plantations with ruthless 

precision. The film is a highlight, 

not just for what it has to say 

about the racial politics of work 

in the United States but also for 

its stark reminder that such exploitation is 

all too often a generational affair.

In comparison to the Plantation, the 

other two sections of the exhibition feel a 

bit thinner. “The Street,” which covers a 

range of work from sanitation to prostitu-

tion, is dominated by an enormous altar by 

the artist Lindsey Mendick and a film by 

the author and actor Mendez, both commis-

sioned for the exhibition. The altar refer-

ences the ecclesiastical setting of sex worker 

protests during the 1970s and 1980s, when 

taking refuge in the church offered pro-

tection from rampant discrimination and 

criminalization. It is impressive but slightly 

opaque, as is Mendez’s film at the center, 

which commands the space but requires a 

transcript to make sense of. 

“The Home” too lacks the impressiveness 

of the Plantation, but it has its own gems, 

particularly a set of blueprints and photo-

graphs lifted from architectural magazines. 

Originally published to showcase the mas-

sive modern residences designed by top 

architectural firms for the Peruvian one per-

cent, they are here recurated to highlight the 

minimal spaces set aside for the live-in help, 

which are artfully hidden in the far reaches 

of the home, like a clever storage hack. 

At the far end of this space, a film 

movingly personalizes this architectural 

abstraction. Made in cooperation with 

migrant domestic workers in the UK, it 

documents the often-degrading experience 

associated with “caring” for those who do 

not “care” for you. The film focuses on per-

sonal journeys and the psychological and 

physical toll of this work. But it also im-

plicates the British state for its failure to 

put in place basic protections for all those 

working within its borders. 

Then there is Shannon Alonzo’s beauti-

ful, terrible sculpture of a life-size “washer-

woman.” Headless and made of materials 

(beeswax and resin) that evoke bodily decay, 

her twisted and swollen hands challenge the 

viewer as much as any bust of Apollo. One 

important theme of Hard Graft is the “im-

pact of physical work on health,” and here it 

is powerfully expressed.

Elsewhere, the relationship between labor 

and health is more conceptually reductive in 

its depiction. Charmaine Watkiss’s series of 

images connecting herbal remedies to wom-

en’s bodies is beautiful, as is Maria Floriza 

Veríssimo’s “Book of Landscapes.” But both 

are folded into a view of 19th-century herbal 

remedies as significant only as resistance to 

Western medical practice. Yet, these rem-

edies often became Western medicine, ap-

propriated (because they worked) into the 

bedrock of the conventional medical practice 

we use today. 

That there is more of a story to tell here, 

about the health care we enjoy and the un-

credited labor that made it, is no inconse-

quential complaint. Here, as elsewhere, the 

exhibition prefers examples that leave im-

plicit the fact that everything that makes our 

lives possible, safe, and comfortable—from 

the medicine we use, to the food we eat, 

to the things we buy—is entangled in this 

story of exploitation. For all of the visibility 

it brings, the exhibition mostly shies away 

from asking us to do the work to confront 

our own role in keeping hard graft so inhu-

manly hard. j

10.1126/science.adu6588

Shannon Alonzo’s Washerwoman (2018) honors 

the labors of the artist’s Caribbean ancestors.

A new exhibition probes the health consequences of work 
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Work, Health and 
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Wellcome Collection, 
London, UK; through 

27 April 2025.
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By Joshua C. Gellers

T
he dawn of the more-than-human 

world is upon us, and scholars have be-

gun tackling relevant moral and legal 

questions in ways that cut across enti-

ties rather than focusing exclusively on 

any one kind of being. Two new books, 

philosopher Jeff Sebo’s The Moral Circle and 

anthropologist Webb Keane’s Animals, Ro-

bots, Gods, make meaningful contributions 

to this fraught but fascinating discourse. 

As evidenced by its subtitle (“Who Mat-

ters, What Matters, and Why”), The Moral 

Circle takes on a heady task. Drawing on the 

utilitarian tradition, Sebo articu-

lates a moral calculus that broadly 

observes the importance of traits 

such as agency, consciousness, 

and sentience: “If a being has at 

least a one in a thousand chance 

of mattering, given the evidence, 

then they merit at least some 

consideration, even if only a tiny 

amount.” This seemingly simple 

framework is actually quite novel. 

Recognizing that the possession 

of morally important attributes 

by nonhumans is rife with uncer-

tainty, he counsels that the opti-

mal approach should be one of 

caution and humility. 

Sebo is nothing if not cautious 

and humble. He is cognizant of 

the risk that inheres in mistreat-

ing animals, robots, and even 

future nonhumans—actions that 

might cause major moral harms. 

But underlying this tentative pre-

scription are some contradictions 

and unaddressed weaknesses. 

For instance, his reliance on 

ontological properties neglects 

consideration of scholars’ seri-

ous disagreements about their utility and 

empirical basis. Sebo accepts these prop-

erties as valid without fully contemplating 

the potential of relational approaches to 

moral status, which are often found in non-

Western and Indigenous cultures, thus not 

quite fulfilling his stated objective of being 

“pluralistic.” In addition, some may find 

his “probabilistic” approach to assessing 

moral concern uncomfortably technocratic 

and thus divorced from the more emotive 

and phenomenological dimensions of our 

moral intuitions. These shortcomings aside, 

The Moral Circle is a thoroughly digestible 

and wonderfully approachable example of 

popular philosophy at its very best, as curi-

ous as it is careful.

In Animals, Robots, Gods, Keane embarks 

on a global journey across our messy moral 

terrains. Right from the outset, he prepares 

the reader to accept that identifying an 

always-applicable law might not be possible, 

as moral traditions are complex, 

contingent, and culturally spe-

cific. This imbues the discourse 

on the moral status of nonhu-

mans with just the kind of cross-

cultural sensitivity that only an-

thropology can offer. Keane also 

seeks to draw a contrast between 

his work and “the mainstream 

philosophical tradition,” which, 

he notes, tends to reflect the views 

of a “Western, Educated, Industri-

alized, Rich and Democratic” (i.e., 

“WEIRD”) global minority. 

Organized in terms of cul-

tural encounters with humans, 

near-humans, quasi-humans, and 

superhumans, Animals, Robots, 

Gods covers substantial ground. 

From autonomous vehicles and 

grandmothers on ventilators to 

sacrificial buffalo and Mayan sha-

mans, Keane touches on more 

kinds of morally relevant beings 

than perhaps any other scholar 

has to date. And despite the im-

possibility of drawing universal 

conclusions about what quali-

fies an entity for moral concern, 

his sprawling but tightly managed effort 

does sketch out several pervasive trends: 

that humans “have always lived with ethi-

cally significant others,” that every culture 

throughout history abides by a code of eth-

ics, and that moral differences between soci-

eties are inevitable. 

Given its disciplinary perspective, Ani-

mals, Robots, Gods unsurprisingly engages 

with academic concepts in a way that will 

be intelligible to anthropologists. But oc-

casionally, Keane’s lack of familiarity with 

how key constructs are treated within 

other fields comes to the fore. He writes, 

for instance, about moral subjects without 

discriminating between moral agents and 

moral patients, a bright line for many moral 

philosophers. The book is also at least de-

scriptively anthropocentric, expertly telling 

stories of how various cultures treat non-

humans without working to destabilize the 

human-centered thinking that dominates 

the WEIRD world. Still, Animals, Robots, 

Gods lands as a narratively rich circumnavi-

gation of how we treat others.

While these two new works share a com-

mon ambition to expand our moral think-

ing beyond our own species, they also 

differ in important ways. Whereas Sebo is 

meticulous and deliberate in his attempt 

to outline a program capable of helping us 

make moral decisions, Keane devotes more 

energy to merely walking readers through 

alternative views without making a case for 

what should matter and how. Keane also 

revels in a kind of moral agnosticism that 

Sebo actively seeks to overcome, going as 

far as to claim that the “dream of a single 

calculus” is simply “unrealistic.” Overall, 

however, both authors deliver fresh, acces-

sible entrants to the burgeoning literature 

on the more-than-human world and our ob-

ligations toward it. j

10.1126/science.adu4642
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Morality in a more-than-human world
Two authors probe the metrics by which we determine who, and what, matters

New frameworks probe the moral status of 

nonhumans, such as robots and animals. 

Animals, Robots, Gods: 
Adventures in 

the Moral Imagination 
Webb Keane
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resulted in substantial ecological disrup-

tion (4–6).

Beyond environmental harm, the pro-

posed military base poses economic and 

political concerns. Minister of National 

Defense Gian Carlo Loffredo claimed 

that the base would strengthen mari-

time security and combat illegal fishing 

and drug trafficking (7). Although these 

goals may appear legitimate, they prompt 

questions about whether US geopolitical 

ambitions could undermine Ecuador’s sov-

ereignty. Additionally, the Status of Forces 

Agreement between the US and Ecuador 

(8) grants immunity to US personnel, 

jeopardizing accountability. The Galápagos 

Islands must not become a casualty of 

political or strategic agendas.

With US ships and crews already enter-

ing the islands, governments, academic 

institutions, scientists, and conservation-

ists worldwide must take immediate 

action. In addition to its constitutional 

obligations, Ecuador must uphold its com-

mitments to several international treaties, 

including the Convention on Biological 

Diversity (CBD) (9), the United Nations 

Framework Convention on Climate 

Change (UNFCCC) (10), the Law of the Sea 

(11), and the United Nations Educational, 

Scientific and Cultural Organization 

(UNESCO) World Heritage Convention 

(12). National and international stake-

holders should urge Ecuador to adhere to 

these agreements. In addition, scientists, 

conservationists, and academic institu-

tions must unite to expose the harm 

that a military base could inflict on the 

Galápagos and to safeguard this distinc-

tive and fragile environment.

María José Navarrete Méndez1*, Gabriela Mena 
González2, Leticia M. Ochoa Ochoa1,3

1Department of Integrative Biology and Museum 

of Vertebrate Zoology, University of California 

Berkeley, Berkeley, CA, USA. 2Maestría en 

Ecología Tropical y Conservación, Universidad San 

Francisco de Quito, Quito, Ecuador. 3Museo de 

Zoología Alfonso L. Herrera, Facultad de Ciencias, 

Universidad Nacional Autónoma de México, 

Mexico City, Mexico.

*Corresponding author. 

Email: mnavarrete@berkeley.edu

REFERENCES AND NOTES

 1. Asamblea Constituyente, Constitución de la República 
del Ecuador (Quito, 2008).

 2. A. Oshiro, Sociol. Compass 18, e13099 (2024).
 3.  K. Niheu, L. M. Turbin, S. Yamada, Pac. Public Health 13, 

172 (2006).
 4. M. J. Barragan-Paladines, R. Chuenpagdee, Coast. 

Manag. 45, 339 (2017).
 5. M. Becker, Dipl. Hist. 41, 518 (2017).
 6. E. Hennessy, Soc. Stud. Sci. 48, 483 (2018).
 7. Ministry of National Defense of Ecuador, “Informe 

sobre el conflicto armado interno,” YouTube (18 
December 2024); https://www.youtube.com/
watch?v=-vBs_xesOCI.

 8. US Department of State, Status of Forces Agreement 
between the United States of America and Ecuador 
(24-223.1) (signed at Quito 6 October 2023, entered 
into force 23 February 2024); https://www.state.gov/
ecuador-24-223.1.

 9. United Nations, Convention on Biological Diversity 
(1992); www.cbd.int/doc/legal/cbd-en.pdf.

 10. United Nations, Framework Convention on Climate 
Change (1992); https://unfccc.int/sites/default/files/
resource/02_0.pdf.

 11. United Nations, United Nations Convention on the Law 
of the Sea (1982); www.un.org/depts/los/conven-
tion_agreements/texts/unclos/unclos_e.pdf.

 12. United Nations, United Nations Educational, Scientific 
and Cultural Organization: Convention Concerning the 
Protection of the World Cultural and Natural Heritage 
(1972); https://whc.unesco.org/archive/convention-en.pdf.

10.1126/science.adv5791

Airport plan imperils 
South Korea’s tidal flat
Sura, a tidal flat in the Mangyeong estuary 

in South Korea, has survived one of the 

world’s largest coastal reclamation projects. 

Now, a proposed airport threatens this criti-

cal refuge (1). The airport’s construction, 

planned to take place between 2025 and 

2029, would lead to an irreversible loss of 

the biodiversity and sociocultural activities 

that Sura supports (1, 2).

The reclamation site in which Sura is 

located, Saemangeum, was once a vast 

estuarine ecosystem (3, 4). Saemangeum 

served as a key stopover along the East 

Asian–Australasian Flyway, supporting 

at least 330,000 shorebirds annually (5). 

However, the construction related to the 

reclamation project disrupted its biodi-

versity and ecosystem services (3, 4, 6). 

Amid this environmental upheaval, Sura 

still supports endangered flora and fauna, 

especially migratory birds, including 59 

nationally protected species and 27 globally 

threatened species (1). 

Edited by Jennifer Sills

Military base threatens 
Galápagos Islands
In December 2024, the Ecuadorian gov-

ernment, led by President Daniel Noboa, 

authorized the establishment of a US 

military base on the Galápagos Islands, a 

Natural World Heritage Site. This decision 

risks violating Articles 10, 71, 72, and 258 

of the Ecuadorian Constitution, which 

recognize nature’s rights and prohibit 

activities that harm fragile ecosystems, 

such as the Galápagos (1). Moreover, the 

project undermines the sovereignty of 

the Ecuadorian people and sets a danger-

ous precedent for violating international 

treaties that safeguard protected areas 

and World Heritage Sites. To prioritize the 

preservation of this irreplaceable natural 

heritage and the rights of the Ecuadorian 

people, decision-makers should reconsider 

their approval of the base.

US military bases on islands have 

often left irreversible scars on frag-

ile ecosystems (2, 3). The installations 

require extensive land modification, 

infrastructure, and resource consumption, 

exacerbating overpopulation and resource 

depletion (4, 5). Hazardous waste, pol-

lution, and unsustainable practices are 

common, as seen in Okinawa and Hawaiʻi 

(2, 3). The Galápagos have already suf-

fered similar consequences. In 1941, a 

US base on Baltra Island caused habitat 

destruction, resource overexploitation, 

and increased risk of invasive species 

because of heightened travel, which 

A US military base could harm fragile Galápagos species, such as this marine iguana (Amblyrhynchus cristatus).
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The airport proposal claims socioeco-

nomic benefits, but the plan was exempted 

from the preliminary feasibility assessment, 

so no evidence is available to demonstrate 

that the anticipated benefits outweigh the 

environmental risks (7). Gunsan Airport is 

located about 1.3 km from the proposed site 

and is underused, putting the need for a 

new airport in question. Moreover, envi-

ronmental impact assessments confirm the 

conservation value of Sura and indicate that 

bird strikes would pose substantial aviation 

safety risks, as they do at other airports near 

bird habitats (1, 8). 

This development would undercut the 

South Korean government’s efforts to 

convince the international community of 

the outstanding universal value of their 

tidal flats, half of which were designated as 

United Nations Educational, Scientific and 

Cultural Organization (UNESCO) World 

Heritage sites in 2021 (9). Sura is only 7 km 

away from the heritage site location. The 

country was also among the 188 nations 

at the 2022 UN Biodiversity Conference 

(COP15) that committed to halt global 

biodiversity loss by 2030 and to take urgent 

actions to prevent the extinction of endan-

gered species (10). Sacrificing Sura to create 

another unjustifiable airport would put the 

country’s commitment to environmental 

goals in question. 

To resolve this controversy, the South 

Korean government must pause the airport 

project until a thorough and independent 

feasibility and environmental impact 

review has been conducted. UNESCO and 

the International Union for Conservation 

of Nature should assess the impact of the 

airport on the integrity of heritage prop-

erties. Scientific experts should provide 

alternatives that promote conservation 

and demonstrate the irreplaceable socio-

economic and ecological value of Sura. 

Organizations such as the Convention 

on Biological Diversity should develop 

international legal mechanisms to stop 

ecologically destructive and risky projects 

of this kind. The dire situation in Sura chal-

lenges mainstream conservation paradigms 

that rely on government goodwill, which is 

often compromised by competing develop-

ment priorities, and highlights the fate of 

countless tidal flats lost in South Korea and 

globally in recent decades (2, 11, 12). 
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COP30’s hypocritical 
cruise ship lodging plan
The 2025 United Nations Climate Change 

Conference (COP30) will convene in 

November in Belém, Brazil. The location, 

often referred to as the gateway to the 

Amazon (1, 2), represents a historic oppor-

tunity to position the Amazon as central 

in global climate negotiations. Hosting the 

conference in a region that faces criti-

cal challenges such as deforestation (3), 

illegal mining (4), and extreme climatic 

events (5, 6) underscores the importance 

of the discussions. However, the Brazilian 

government’s proposed use of luxury 

cruise ships for conference accommoda-

tions (2) is at odds with the meeting’s 

goals. 

Although cruise ships can meet the 

demand for temporary accommodation, 

their operations are notoriously pollut-

ing (7–9), with substantial emissions 

of greenhouse gases, including carbon 

dioxide, nitrogen oxides, sulfur oxides, 

and particulate matter (7, 9). About 88.5% 

of gas and particle pollutants from diesel-

powered cruise ships are generated during 

the hoteling phase, during which they use 

auxiliary engines (7, 9). 

Cruise ship passengers are associ-

ated with 0.42 tonnes of carbon dioxide 

emissions per day, compared with 0.05 

tonnes for land-based tourists (10). For 

COP30, between 7000 and 12,000 people 

are expected to stay in the floating lodges 

for 11 days (2, 11). For the minimum 

number of guests, the difference between 

ship and land-based lodging (0.37 tonnes 

per person per day) will total about 28,450 

tonnes of carbon dioxide. The production 

of such substantial emissions conflicts 

with global commitments to climate miti-

gation. At a conference focused on climate 

goals, logistics should align with values 

such as sustainability and climate justice.

If Brazil proceeds with the plan to use 

cruise ships, organizers should implement 

mitigation measures and take ethical 

considerations into account. Shore power 

systems (cold ironing) could substantially 

reduce the environmental burden by 

allowing ships to connect to the electrical 

grid instead of relying on diesel-powered 

auxiliary engines (7). In addition, organiz-

ers should prioritize investments in local 

infrastructure to benefit host communi-

ties and nearby areas such as Outeiro 

district, where 57% of residents live in 

precarious conditions and 16% lack access 

to basic sanitation (2). Transforming the 

conference into a model of sustainable 

planning is not only a responsibility but 

also a reaffirmation of the values COP30 

seeks to promote.
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authors demonstrate versatility 

across a range of motif scaf-

folding and key word–prompted 

generation tasks. As an exam-

ple of the functional sensitivity 

of ESM3, they produced highly 

diverged variants of green fluo-

rescent protein that retain the 

ability to fold and produce the 

protein-derived chromophore. 

—Michael A. Funk

Science p. 850, 10.1126/science.ads0018

POLYMER CHEMISTRY

Breaking down 
methacrylates
Most current plastic-recycling 

methods rely on macroscopic 

mechanical shredding, cleaning, 

and reprocessing. As a result, 

the properties of the recycled 

material degrade relative to 

the virgin polymer. Chemical 

decomposition to the original 

monomer would enable more 

thorough purification and then 

repolymerization to restore 

ideal performance. Wang et al. 

report the surprising discovery 

that in dichlorobenzene solvent, 

violet light irradiation can 

cleanly break down polymeth-

acrylates such as plexiglass to 

their original monomers. The 

process appears to involve 

hydrogen abstraction from the 

backbone by small quantities of 

chlorine radicals liberated from 

the solvent. —Jake S. Yeston

Science p. 874, 10.1126/science.adr1637

NEUROSCIENCE

Targeting a-synuclein 
internalization
One of the major causes of 

neurodegeneration in patients 

with Parkinson’s disease (PD) is 

the intracellular accumulation 

of a-synuclein in neurons. Wu 

et al. investigated the mecha-

nisms mediating the uptake of 

a-synuclein in neurons using 

in vitro and in vivo models. The 

product of the recently identi-

fied PD-risk gene FAM171A2

was found to be the neuronal 

receptor for a-synuclein fibrils, 

mediating their internaliza-

tion through endocytosis. In 

silico screening identified an 

PROTEIN DESIGN

Leveling up a protein 
language model
A protein sequence encodes the 

information needed to deter-

mine the three-dimensional 

structure and cellular func-

tion of said protein. Advances 

in machine learning and the 

availability of large public 

repositories of sequence, 

structural, and functional data 

are enabling researchers to 

understand this code and build 

on it. Hayes et al. now pre-

sent ESM3, a protein language 

model that enables the pro-

grammed generation of protein 

structure and sequence in 

response to user prompts. The 

ROBOTICS

Collectives acting as solids or fluids

O
ne vision for robotics is to design groups of simple robots that work together, for example, 

like a colony of ants that can move like a flowing fluid but can also form a solid structure 

such as a bridge for an unpassable span. Devlin et al. designed a robot collective that can 

switch between a “fluidizing” state and a solid state based on the rotational state of the robot. 

Drawing from embryonic morphogenesis, the authors identified three important components 

of the biological process, interunit force, polarization, and adhesion, and developed their robotic 

counterparts. These elements enable locally tunable mechanical properties that can be exploited 

to change the collective’s shape and strength. —Marc S. Lavine  Science p. 880, 10.1126/science.ads7942
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Motorized gears, magnets, and photodiodes enable collective action of robots based on principles from cell biology.
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approved drug, bemcentinib, 

that is able to inhibit a-synu-

clein internalization in vitro and 

in vivo by blocking its binding to 

FAM171A2. The results provide 

insights into PD pathogenesis 

and identify a potential thera-

peutic target. —Mattia Maroso

Science p. 892, 10.1126/science.adp3645

METALLURGY

Managing metals 
with magnetics
Laser-based additive manu-

facturing of metals is a 

complex process that often 

leads to the introduction of 

voids through what are called 

keyhole instabilities. Fan et 

al. sought to understand how 

this pore-forming process is 

modified with magnetic fields 

using high-speed x-ray imaging. 

They found that a flow driven 

by the thermoelectric effect 

can either improve or degrade 

keyhole formation depending 

on the direction of the field. 

These observations reveal one 

way to modulate the formation 

of pores, which is important 

for controlling the mechani-

cal properties of the alloy. 

—Marc S. Lavine

Science p. 864, 10.1126/science.ado8554

GPCR SIGNALING

A sticky ligand sustains 
GPCR signaling
The vasopressin type 2 receptor 

(V2R) is a G protein–coupled 

receptor (GPCR) that regulates 

fluid balance and can be acti-

vated by the ligands oxytocin 

and arginine vasopressin. 

Teixeira et al. found that sus-

tained V2R signaling depended 

on the activating ligand but was 

independent of receptor inter-

nalization by the scaffolding 

protein b-arrestin. V2R-induced 

signaling occurred primarily at 

the plasma membrane, and its 

duration depended on the resi-

dence time of the ligand on the 

receptor, which was longer after 

activation with arginine vaso-

pressin than with oxytocin. V2R 

internalization into endosomes 

induced by b-arrestin helped to 

STEM WORKFORCE

Support beyond 
the stipend
Increased pay for graduate 

assistants (GAs) is a hot policy 

topic, and most would agree 

that GAs need more resources 

than those currently provided. 

Christiaens et al. explored how 

US GAs perceive their working 

conditions and experience chal-

lenges. The team reviewed 493 

open-ended responses from 

GAs regarding their institutional 

experiences. Although find-

ings were mostly indicative of 

institutional ecological systems 

failing to support GAs, data also 

led to the creation of a concept 

map on GA working conditions. 

This map includes three main 

components, contextual factors, 

stress and well-being, and com-

peting tensions, with subthemes 

related to social identity, 

funding, campus climate, and 

assistantship structure and 

support. As institutions work 

toward increased GA pay, these 

findings can help in designing 

ways to improve the GA experi-

ence. —Melissa McCartney

Stud. Grad. Postdr. Educ. (2025)

10.1108/SGPE-06-2023-0051

WILDLIFE POLICY

Unintended consequences 
of trade bans
Trade of wildlife for pets, 

medicines, and other uses is 

a multibillion-dollar industry. 

Banning trade of rare or threat-

ened species can be effective for 

reducing harvest and popula-

tion declines, but banning the 

harvest of one species can 

increase the demand for oth-

ers. Kubo et al. assessed the 

spillover effects of trade bans in 

Japan, focusing on giant water 

bugs (Kirkaldyia deyrolli), Tokyo 

salamanders (Hynobius tokyoen-

sis), and the golden venus chub 

terminate V2R signaling due to 

ligand dissociation from V2R 

caused by acidified endosomal 

pH. These results show that the 

overall duration of V2R signal-

ing is determined by ligand 

residence time on the receptor. 

—Wei Wong

Sci. Signal. (2025) 

10.1126/scisignal.adf6206

ICE SHEETS

Shake and break
How ice streams flow, an essen-

tial element of understanding 

how ice sheets lose mass, 

is incompletely known, making 

it difficult to project sea level 

and ice sheet size change as 

accurately as desired. Using 

measurements made with 

fiber-optic cables, Fichtner 

et al. report observations of 

brittle deformation in the 

Greenland Ice Sheet that reveal 

a nonviscous flow mechanism 

caused by englacial ice quake 

cascades. This effect should 

help to reconcile results from 

current ice sheet models and 

observations. —Jesse Smith

Science p. 858, 10.1126/science.adp8094

T CELLS

TRAF3 coordinates
TFH specification
The generation and mainte-

nance of germinal centers 

require CD4 T follicular helper 

(TFH) cells; however, the cell-

intrinsic signals that specify 

early TFH cell differentiation 

are not fully defined. Using a 

mouse model of Plasmodium 

infection, Shao et al. found that 

the adaptor protein TRAF3 

promoted TFH cell lineage com-

mitment by transcriptional and 

epigenetic reprogramming of 

CD4 T cells and coordination 

of cytokine receptor signal-

ing. TRAF3-deficient human 

CD4 T cells exhibited impaired 

TFH polarization. These data 

reveal a conserved mecha-

nism through which TRAF3 

regulates TFH cell specification 

commitment and function. 

—Hannah M. Isles

Sci. Immunol. (2025) 

10.1126/sciimmunol.adr0517 P
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IN OTHER JOURNALS

Edited by Corinne Simonti

and Jesse Smith

Sequencing bloodmeals from tsetse flies 

reveals population dynamics of animals such as 

the African bush elephant (Loxodonta africana).
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(Hemigrammocypris neglectus), 

a freshwater fish. Other species 

labeled with the same trade name 

as those that had been banned 

showed an increase in sales after 

the bans, but only for water bugs 

did this trend last longer than a 

year. —Bianca Lopez

Conserv. Lett. (2025) 

10.1111/conl.13077

NEURODEGENERATION

Parkinson’s disease 
in the kidneys
Lewy body diseases (LBDs) 

such as Parkinson’s disease are 

neurodegenerative diseases 

characterized by the pathologi-

cal aggregation of a-synuclein 

in the brain, but they can begin 

in peripheral organs such as 

the gut. The incidence of LBDs 

is increased in individuals with 

chronic renal failure, but the 

mechanism underlying this 

is unknown. Yuan et al. found 

a-synuclein deposits in the 

kidneys of patients with LBDs. 

In mice, they found that renal 

failure caused a-synuclein 

deposition in the kidney, which 

subsequently spread to the 

brain. These findings identify a 

mechanism by which impaired 

kidney function could con-

tribute to the onset of LBDs, 

providing a new direction for 

research into possible therapies. 

—Sarah Lemprière

Nat. Neurosci. (2025) 

10.1038/s41593-024-01866-2

OPTICAL MODULATORS

Converting photons 
to phonons
Quantum information process-

ing requires quantum bits of 

information to be stored locally 

in a memory for manipula-

tion and then passed along 

to another node in the net-

work. The storage of localized 

vibrations, phonons, in high-

quality mechanical resonators 

could be an ideal method to 

store information carried by 

photons. However, the fre-

quency difference between 

microwave phonons (giga-

hertz) and visible-to-infrared 

photons (terahertz) creates 

a substantial challenge for 

conversion. Sonar et al. have 

designed an optomechanical 

phonon-optical transducer 

comprising a two-dimensional 

silicon optomechanical cavity 

resonator that is side-coupled 

to a mechanically detached 

optical wave guide, which 

minimizes the thermal noise of 

its millikelvin environment and 

optimizes the optical coupling. 

With a phonon-photon con-

version efficiency of around 

93%, this approach presents a 

promising platform for quantum 

technologies. —Ian S. Osborne

Optica (2025)

 10.1364/OPTICA.538557

IMMUNOLOGY

Repopulating 
inflamed airways
Although immune-related inflam-

matory diseases may be subdued 

temporarily, inflammation typi-

cally reoccurs. Lan et al. analyzed 

CD8 T cells within nasal polyps 

taken from individuals requir-

ing repeated surgery for chronic 

rhinosinusitis. Recurrent polyps 

were infiltrated by memory-like 

CD8 T cells of the same antigen 

specificity. These cells were 

characterized by the expression 

of the protease granzyme K and 

clustered around blood vessels, 

alongside other immune cells, 

in areas enriched with markers 

of inflammation. The proteins 

cleaved by granzyme K in vitro 

implied that it could promote 

inflammation. In mice, granzyme 

K exacerbated airway inflamma-

tion, and a peptide inhibitor of 

granzyme K alleviated asthma. 

—Sarah H. Ross

Nature (2025)

10.1038/s41586-024-08395-9

SULFUR CATHODES

An organosulfur polymer 
microcage cathode
Sulfur cathodes used in sodium-

sulfur and potassium-sulfur 

batteries, cost-effective alterna-

tives to traditional lithium-ion 

batteries, face challenges such 

as low sulfur utilization and poor 

cycling performance. These 

issues are primarily attributed to 

significant volume changes during 

cycling and the high solubility of 

polysulfide discharge products. 

Zeng et al. addressed these limita-

tions by fabricating a conductive 

organosulfur polymer microcage 

derived from microbial and 

elemental sulfur. This structure 

effectively mitigates volume 

deformation during electrochemi-

cal cycling, delivering excellent 

capacity, cyclability, and efficiency. 

The conductive polymer matrix 

with covalent bonds between 

short-chain sulfur species is 

crucial in suppressing polysulfide 

dissolution and enhancing reac-

tion kinetics. —Jack Huang

J. Am. Chem. Soc. (2025) 

10.1021/jacs.4c11845
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ENVIRONMENTAL DNA

Finding elephants 
in a blood meal

A
dvances in next-generation 

sequencing have opened up new 

possibilities for wildlife studies 

using DNA from unconventional 

sources. Working with samples 

from Kenya and Tanzania, Khan et al. 

explored whether blood-feeding insects, 

specifically tsetse flies, could serve as 

noninvasive samplers for mammalian 

population genomics. By comparing 

short-read sequencing and adaptive 

sampling of long-read data, the authors 

successfully recovered genomic 

information from various host species, 

including elephants, warthogs, and 

giraffes. Remarkably, they identified over 

300,000 unfiltered single-nucleotide 

polymorphisms for elephants, enabling 

estimation of allele frequencies and 

expected heterozygosity. This approach 

demonstrates the potential of using bit-

ing insects to obtain genome-wide data 

for wild mammals, offering a promising 

tool for conservation genetics and popu-

lation studies of elusive species. 

—Di Jiang   Mol. Ecol. (2025)  10.1111/mec.17661
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EVOLUTION

Experimental evolution of evolvability
Michael Barnett*, Lena Meister, Paul B. Rainey*

INTRODUCTION: The capacity to generate adapt-

ive variation is critical for long-termevolutionary

success. However, the extent to which natural

selection directly favors enhanced evolvability

remainsdebated.Although studieswithmicrobes

show that mutants with elevated genome-

wide mutation rates can be selected, a deeper

question persists: Can natural selection struc-

ture genetic and developmental systems to bias

mutations toward adaptive outcomes? This

hypothesis challenges the traditional view of

evolution as a “blind” process fueled by ran-

dom variation, which amplifies traits benefi-

cial in the present without regard for future

contingencies.

RATIONALE: Mutation being biased toward ad-

aptive outcomes challenges conventional per-

spectives but aligns with the logic of natural

selection acting on lineages. Across changing

environments, lineages capable of rapid adap-

tation are more likely to survive and replace

those less able. If competing lineages, because

of their varying genetic architecture, tend to

generate phenotypic variation in different ways,

then those with tendencies that are more con-

ducive to an adaptive response in a given en-

vironment will be favored. Provided the same

environmental challenges recur over time, an

iterative process of selection can take place,

potentially refining the capacity to adapt. To

test this idea, we designed an experiment where

lineages of bacteria competed to repeatedly

achieve, through mutation, phenotypes opti-

mal for growth under two alternating condi-

tions. Lineages that failed to evolve the target

phenotype within a set time went extinct and

were replaced by successful lineages. This

birth-death dynamic created conditions for

selection to refine the ability of lineages to

evolve between phenotypic states.

RESULTS: During the course of a 3-year selec-

tion experiment, involving identification and

ordering of more than 500 mutations, a line-

age emerged that was capable of rapid muta-

tional transitions between alternate phenotypic

states through localized hypermutation. The

mutable locus arose through a multistep evo-

lutionary process: Initial mutations targeted a

wide range of genes but eventually focused on

a single regulator. A series of mutations that

alternately activated and inactivated function

of the regulatory gene then followed. A subset

of these inactivating mutations were compen-

sated for by mutations that increased transcrip-

tion and, concomitantly, frameshift mutation

rate. The overall effect was to promote, through

slipped-strandmispairing, the duplication, and

then further amplification, of a heptanucleotide

sequence. This process led the locus-specific

mutation rate to increase ~10,000-fold. In turn,

the resulting frameshift mutations enabled re-

versible phenotypic changes through expansion

andcontractionof theheptanucleotide sequence,

mirroring the contingency loci of pathogenic

bacteria. Lineages with the hypermutable locus

exhibited enhanced evolvability to altered rates

of environmental change andweremore likely

to acquire additional adaptive mutations, high-

lighting an unanticipated evolutionary advan-

tage of localized hypermutability.

CONCLUSION: Our study demonstrates how se-

lection can incorporate evolutionary history

into the genetic architecture of a single cell,

giving rise to a hypermutable locus that appears

to anticipate environmental change, thereby

accelerating adaptive evolution. This was pos-

sible only as an outcome of selection working

at two levels. Whereas individual-level selec-

tion repeatedly drove cell populations between

the same two phenotypic states, the genetic

underpinnings of these phenotypes were free

to diverge, fueling an exploration of evolution-

ary potential, the consequences of which only

emerged on the timescale of lineages. Ulti-

mately, this exploration generated the variation

necessary for construction and cumulative re-

finement of a lineage-level adaptive trait.More

generally, our experiment clarifies the condi-

tions by which evolvability can itself evolve

adaptively and highlights the importance of

this process for microbial pathogens.▪
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Experimental evolution of evolvabil-

ity through lineage selection.

Mutation and selection are typically

viewed as independent processes, but

our experiment revealed how they

interact, leading mutation to become

biased toward adaptive outcomes.

Central to this was lineage-level

selection: Bacterial lineages

(connected nodes) were required

to repeatedly evolve between

two phenotypic states (indicated by

yellow and blue). Mutational transitions

were initially unreliable, leading to

lineage death (indicated by a skull)

and replacement by more successful

competitors. Final surviving lineages

evolved mutation-prone sequences in

a key gene underpinning the pheno-

types, enabling rapid transitions

between states.

Mutation biased 
toward adaptive 

solutions

Ancestral 
mutational 
spectrum

Evolved 
mutational 
spectrum 

Propagation of a single lineage

Lineages compete to survive and reproduce within a metapopulation

Mutation unbiased 
with respect to 
adaptive utility
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CRISPR

Antiviral signaling of a type III
CRISPR-associated deaminase
Yutao Li†, Zhaoxing Li†, Purui Yan†, Chenyang Hua†, Jianping Kong†, Wanqian Wu, Yurong Cui,

Yan Duan, Shunxiang Li, Guanglei Li, Shunli Ji, Yijun Chen, Yucheng Zhao, Peng Yang, Chunyi Hu,

Meiling Lu*, Meirong Chen*, Yibei Xiao*

INTRODUCTION: Type III CRISPR-Cas offers im-

munity against foreign nucleic acids through

the production of cyclic oligoadenylate (cOA)

molecules that allosterically activate auxiliary

effectors, leading to viral clearance or cell dor-

mancy. These effector proteins typically carry

a CRISPR-associated Rossmann fold (CARF)

sensor domain, which is normally fused to

various effector domains. Most CARF effectors

characterized to date are nucleases, proteases,

or transmembrane proteins. The frequent as-

sociation of a group of CARF-fused adenosine

deaminases with type III CRISPR-Cas raises

the question of whether and how CRISPR-Cas

and adenosine deaminase are coordinately de-

ployed against infections.

RATIONALE: Recent investigations have dem-

onstrated that enzymatic depletion of the nu-

cleotide pool is a potent antiviral strategy. We

therefore hypothesized that the type III CRISPR-

Cas–associated adenosine deaminases (CAADs)

could be activated by newly synthesized cOAs

upon foreign nucleic acid recognition. There-

fore, nucleotide depletion might be achieved

by adenosine deamination, finally causing

host growth arrest to prevent viral spread. To

investigate this, we sought to clarify the ac-

tivity and function of CAAD using biochemical

and structural approaches, thereby elucidat-

ing the activationmechanism. The experimen-

tal outcomes could reveal the function and

molecular mechanism of a type III CRISPR-

Cas–mediated antiviral strategy through nu-

cleotide depletion.

RESULTS: Using bioinformatics analysis, we

identified 121 type III CRISPR-CAAD systems,

ofwhich44also encode aNudixhydrolase (NH),

which typically cleaves nucleoside diphosphates.

Focusing on the type III CRISPR-CAAD-NH sys-

tem from Limisphaera ngatamarikiensis, we

biochemically reconstructed the antiviral sig-

naling pathway and found that CAAD could

be activated by either cA4 or cA6 to specifically

convert adenosine triphosphate (ATP) to ino-

sine triphosphate (ITP), and NH subsequently

hydrolyzes ITP to inosinemonophosphate (IMP).

By assessing its immunity against genetic threat

in E. coli, we confirmed that CAAD activation

upon target transcript expression led to ATP de-

pletion andgrowth arrest of thehost cells, which

was mitigated by NH. Moreover, using cryo–

electron microscopy (cryo-EM), we determined

high–resolution structures of CAAD in its apo,

cA4-bound, andcA6-bound forms.Thehexameric

CAAD is composed of a trimer of dimers, and

each CARF dimer is able to accommodate one

cA4 or cA6molecule. Together with biochemical

analyses, our studies reveal that the activation of

CAAD requires hexamer formation, and the hex-

americ CAAD is cooperatively activated in a

unique neighboring chain–dependent manner.

TheC-terminal deaminasedomain is autoinhib-

ited by the N-terminal flexible CARF domain

through destabilization of the deaminase active

sites in its apo form. cA4 or cA6binding tightens

and rotates theCARFdomain, triggering substan-

tial conformational changes of the deaminase

domain to reorient the critical catalytic elements

for ATP recognition and deamination.

CONCLUSION: Our results elucidate the function

and mechanism of an antiviral signaling path-

waymediated by type III CRISPR systems. The

deamination of ATP to ITP by cOAs activated

CAAD, and the hydrolysis of ITP to IMP by NH

led to ATP depletion, resulting in the induction of

cell growth arrest and the inhibition of viral prop-

agation. Despite the fact that ITP hydrolysis could

mitigate the cellular toxicity caused by ITP accu-

mulation and cA4 could be cleaved by CAAD, the

off-switch mechanism enabling the host cells to

proliferate after growth arrest remains unclear.

Nonetheless, a thorough understanding of CAAD

activation may provide insights into the de-

velopment of controllable base editors and could

possibly be repurposed for programmable and

dynamic ATP regulation.▪
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Model of type III CRISPR-CAAD–NH system–mediated antiviral defense. Upon viral infection, cA4 or cA6
generated by the activated type III CRISPR-Cas binds to the CARF domain and activates the deaminase

activity of CAAD to convert ATP into ITP. ATP depletion and ITP accumulation lead to cell growth arrest

and viral propagation inhibition. The coexisting Nudix hydrolase (NUDIX) could hydrolyze ITP into IMP,

thereby alleviating growth arrest.
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NEUROSCIENCE

Reviving-like prosocial behavior in response
to unconscious or dead conspecifics in rodents
Wenjian Sun†, Guang-Wei Zhang†, Junxiang J. Huang, Can Tao, Michelle B. Seo,

Huizhong Whit Tao*, Li I. Zhang*

INTRODUCTION:Whenhumansencounter some-

one unconscious, they often respond with emer-

gency reactions aimed at reviving that person.

However, it remains unclear whether animals

naturally exhibit any specific behaviors when

faced with an unconscious peer.

RATIONALE: Anecdotal observations of various

animal species in the wild have documented

behaviors toward peers that have collapsed as

a result of sickness, injury, or death. These be-

haviors include touching, grooming, nudging,

and sometimes even more intense physical ac-

tions such as striking. Although these actions

toward incapacitated conspecifics are reminis-

cent of human emergency responses involving

intense sensory stimulation, it remains diffi-

cult to determine the precise nature of these

behaviors, how common they are within a spe-

cies, and the neural mechanisms behind them.

In this study, using laboratory mice under con-

trolled conditions, we examined whether ani-

mals naturally display any stereotypic behaviors

in response to and directed toward their un-

responsive social partners, which would allow

us to address the above questions.

RESULTS: Behavioralmonitoring combinedwith

a machine learning–based annotator showed

that when mice encountered a familiar social

partner in a state of unconsciousness caused

by anesthesia, they displayed distinct and con-

sistent behaviors toward the partner, escalating

from sniffing and grooming to more forceful

actions such as biting the partner’s mouth or

tongue and pulling its tongue out. The latter

intense actions were also observed in mice

interacting with a dead familiar partner but

were rarely seen when the partner was active

or simply sleeping. These behaviors emerged

after prolonged immobility and unresponsive-

ness of the partner and ceased once the partner

regained activity, suggesting that they were trig-

gered by observing unresponsive states of others.

These behaviors were strongly influenced by fam-

iliarity, beingmore pronounced in familiar pairs,

and were unlikely to have beenmotivated by a

desire for reciprocal social interaction or curios-

ity about something new. The consequences—

including clearance of foreign objects from the

mouth, improved airway opening, and hastened

recovery—suggest reviving-like efforts. Electro-

physiological recordings and microendoscopic

calcium imaging showed that oxytocin neurons

in the hypothalamic paraventricular nucleus

as a population exhibited increased activation in

the presence of unconscious, compared with

active, familiar partners, suggesting that the

activity of these neurons can distinguish be-

tween the different partner states. Additionally,

increased activity was observed in distinct sub-

populations of the oxytocin neurons during

specific behavioral actions. Furthermore, opto-

genetic activation of these neurons promoted

reviving-like behaviors, whereas inactivation

of them or blocking oxytocin signaling through

ventricular administration of oxytocin receptor

antagonists impaired the behaviors.

CONCLUSION: Our study reveals a stereotypic set

of behaviors in mice directed toward unrespon-

sive familiar peers that appear to facilitate the

regaining of responsiveness. Similar to other pro-

social behaviors, these behaviors rely on the

oxytocin system, which is essentially conserved

across vertebrate species. Our findings thus sug-

gest that animals exhibit reviving-like emer-

gency responses and that assisting unresponsive

group members may be an innate behavior

widely present among social animals. Such

behavior likely plays a role in enhancing group

cohesion and survival.▪
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Mouse behaviors toward an unconscious peer. Mice exhibit a stereotypic set of behaviors when

encountering an unconscious social partner, reminiscent of human emergency responses. The behavioral

reactions escalate from sniffing and grooming to intense stimulatory actions such as mouth biting and tongue

pulling during extended periods of unresponsiveness. These reviving-like actions facilitate the recipient’s

recovery. [Figure created with BioRender.com]
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A neural basis for prosocial behavior toward
unresponsive individuals
Fangmiao Sun, Ye Emily Wu*, Weizhe Hong*

INTRODUCTION: The partial or complete loss of

responsiveness, such as transient unconscious-

ness, presents a substantial risk to animals,

increasing their vulnerability to predators or

hazardous environments. The actions of by-

standers toward unresponsive individuals can

be critical for enhancing survival and well-being.

Humans, for instance, can readily recognize and

assist unconscious individuals. Similarly, anec-

dotal reports suggest that some animal species,

including nonhuman primates, marine mam-

mals (e.g., whales and dolphins), and elephants,

exhibit behavioral reactions to collapsed or un-

responsive conspecifics in the wild. However,

it is unclear whether such behaviors occur in

species beyond those few that have been docu-

mented. Additionally, the nature, character-

istics, and consequences of these behaviors

have not been systematically examined in a

controlled experimental setting. Moreover,

the neural mechanisms underlying the per-

ception of others’ unresponsive states and the

ensuing behaviors remain elusive.

RATIONALE: Previous studies have demonstra-

ted that rodents, including mice, can perceive

and behaviorally respond to others’ negative

or needy states. For example, they can display

comforting social touch through allogrooming,

broadly targeted at various body parts of dis-

tressed conspecifics. In addition, they can re-

spond to others’ local pain and injury with

allolicking behavior focused on the wound site.

However, it is unclear how mice react to other

animals in an unresponsive state. In this study,

we examined the behaviors that mice display

toward unresponsive conspecifics, their effects

on the recipients, and the neural representation

and regulation of these behaviors.

RESULTS: We discovered that mice preferen-

tially approach unresponsive conspecifics over

awake ones and engage in distinctive behaviors

toward unresponsive conspecifics under deep

sedation, characterized by intense contact and

grooming directed at the sedated individuals’

head region, particularly the facial and mouth

areas. These behaviors are observed in bothmale

and female animals and are correlated with the

extent of reduction in the responsiveness of the

recipients. Physical contact and grooming di-

rected at the head region aremore likely to elicit

motor responses in the recipients compared

with other social behaviors and can expedite the

animals’ recovery from the unresponsive state.

Moreover, we uncovered an essential role

of the medial amygdala (MeA) in regulating

this response.MeAneural activity differentiates

between awake and sedated conspecifics at

both single-cell and population levels, and the

neural response to sedated animals does not

simply reflect a response to novelty. Opto-

genetic silencing of MeA g-aminobutyric acid–

producing (GABAergic) neurons suppresses head

grooming behavior, whereas their activation

promotes this behavior. Although mice respond

to sedated, unresponsive conspecifics primarily

with head-directed allogrooming and physical

contact, their allogrooming response to awake

conspecifics experiencing a general state of stress

mainly targets other body regions. These two

different adverse states and the corresponding

behavioral responses (head grooming versus

body grooming) are distinguishable by neural

activities in the MeA, suggesting that the MeA

may be part of the neural circuitry mediating

the differentiation between these states.

CONCLUSION: Our findings reveal that mice

exhibit rescue-like behaviors toward unrespon-

sive conspecifics, characterized by intense phy-

sical contact directed at the recipient’s head

region. This response accelerates recovery from

unresponsiveness, potentially reducing risks to

unresponsive individuals and enhancing their

survival. We have also uncovered that the MeA

encodes the unresponsive state of others and

drives head-directed grooming toward them.

Notably, the behavioral response toward un-

responsive conspecifics differs from that toward

awake, stressed individuals, and these responses

are differentially represented in the MeA. These

findings shed light on the neural mechanisms

underlying prosocial responses toward un-

responsive individuals, broadening our under-

standing of animals’ ability to detect and

behaviorally react to different adverse con-

ditions of others.▪
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Prosocial behavior toward unresponsive conspecifics. Mice can detect the unresponsive state of other

individuals and exhibit rescue-like behavior characterized by intense physical contact directed at the

recipient’s head region, which facilitates recovery from unresponsiveness. Neural activity in the medial

amygdala (MeA) encodes the unresponsive state of others and regulates the ensuing prosocial actions. The

behavior exhibited toward unresponsive conspecifics differs from that directed toward stressed individuals,

and these interactions are differentially represented in the MeA. [Figure created with BioRender.com]

SCIENCE science.org 21 FEBRUARY 2025 • VOL 387 ISSUE 6736 843



RESEARCH ARTICLE SUMMARY
◥

IMMUNOLOGY

Disease diagnostics using machine learning of B cell
and T cell receptor sequences
Maxim E. Zaslavsky†, Erin Craig†, Jackson K. Michuda, Nidhi Sehgal, Nikhil Ram-Mohan, Ji-Yeun Lee,

Khoa D. Nguyen, Ramona A. Hoh, Tho D. Pham, Katharina Röltgen, Brandon Lam, Ella S. Parsons,

Susan R. Macwana, Wade DeJager, Elizabeth M. Drapeau, Krishna M. Roskin, Charlotte Cunningham-Rundles,

M. Anthony Moody, Barton F. Haynes, Jason D. Goldman, James R. Heath, R. Sharon Chinthrajah,

Kari C. Nadeau, Benjamin A. Pinsky, Catherine A. Blish, Scott E. Hensley, Kent Jensen, Everett Meyer,

Imelda Balboni, Paul J. Utz, Joan T. Merrill, Joel M. Guthridge, Judith A. James, Samuel Yang,

Robert Tibshirani, Anshul Kundaje*‡, Scott D. Boyd*‡

INTRODUCTION: Conventional clinical diagnosis

relies on physical examination, patient history,

laboratory testing, and imaging, but makes little

use of the receptors on B cells and T cells that

reflect current and past exposures and responses.

Microbial pathogen detection underpins infec-

tious disease diagnosis. Other conditions are

more challenging: Autoimmune diseases can

require a combination of imaging studies and

testing for autoantibodies and other labora-

tory abnormalities in the blood that may not

yield a definitive disease classification. This pro-

cess can be lengthy andmay be complicated by

initial misdiagnoses and ambiguous or over-

lapping symptoms between conditions.

B cell receptors (BCRs) and T cell receptors

(TCRs) allow these immune cells to recognize

and respond to specific antigens on pathogens

and sometimes the body’s own tissues. The

genes encoding BCRs and TCRs are generated

by random recombination of segments in the

genome of individual cells during their devel-

opment, and have potential as a diverse set of

sequence biomarkers associated with immune

systemactivity.BCRandTCRpopulationschange

after exposure to pathogens, after vaccination,

and in response to autoantigens in autoim-

mune conditions, reflecting clonal expansion

and selection of B cells and T cells during im-

mune responses. Sequencing and interpreting

BCR and TCR genes could provide a single di-

agnostic test for simultaneous assessment of

many diseases.

RATIONALE: We designed experimental proto-

cols and a data analysis framework for iden-

tifying human BCR heavy chain and TCR beta

chain features characteristic of infectious and

immunological disorders or elicited by therap-

eutic or prophylactic interventions such as

vaccination. Our method, named MAchine

Learning for Immunological Diagnosis (Mal-ID),

combines traditional immunological analyses,

such as shared sequence detection between in-

dividuals with the same condition, with more

complex features derived from artificial intelli-

gence (AI) models of protein sequences, called

protein language models. Although AI systems

can be difficult to interpret, we developed ways

to understand how the model makes its diag-

nostic predictions.

RESULTS: We generated large datasets of both

BCR heavy chain and TCR beta chain sequences

from the same individuals, spanning six disease

or immune response states, to train and evaluate

the Mal-ID model. Mal-ID accurately identified

immune status from blood samples of 542 indi-

viduals with COVID-19, HIV, lupus, type 1 dia-

betes, recent flu vaccination, andhealthy controls,

achieving a multiclass area under the receiver

operating characteristic curve (AUROC) of 0.986

on data not used for training. Combining fea-

tures from both B cell and T cell receptor data

led to the highest classification performance, but

even with only BCR sequences, we still achieved

high classification performance (0.959 AUROC

in an expanded cohort adding 51 individuals for

whom only BCR data were available).

Despite the model being trained to classify

multiple heterogeneous classes, it can be spe-

cialized for detecting a particular condition.

When applied to specifically distinguish patients

with lupus from other patients and healthy con-

trols, the classifier achieved 93% sensitivity and

90% specificity. This performance relative to

current tests indicates the potential for BCR

and TCR sequence analysis to detect clinically

relevant signals.

We used the model to provide insights into

the biologically relevant features that enable ac-

curate disease classification. Examining which

sequence categories contributed most to pre-

dictions, we confirmed that the patterns dis-

covered from the data matched established

immunological knowledge. Additionally, we

assessed whether the model identified indi-

vidual immune receptors known to be asso-

ciated with disease. The model assigned higher

COVID-19 association scores to sequences

from an external database of SARS-CoV-2

binding BCRs, compared with sequences from

healthy donors. We also verified that batch

effects and demographic factors such as age,

sex, and ancestry were not responsible for dis-

ease classification performance, and themodel

performed well when tested on external data-

sets from other laboratories.

CONCLUSION: This pilot study demonstrates

that immune receptor sequencing data can dis-

tinguish a range of disease states and extract

biological insights without prior knowledge of

antigen-specific receptor patterns. With further

validation and extension, Mal-ID could lead to

clinical tools that harness the vast information

contained in immune receptor populations for

medical diagnosis.▪
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From blood to disease classification with immune receptor sequencing. B and T cell receptors

sequenced from 593 individuals were analyzed through receptor population or “repertoire” composition;

clustering CDR3 sequence regions, which determine receptor antigen specificity; and protein language

modeling. Disease was classified from this BCR and TCR information with a high multiclass AUROC score in

cross validation experiments.
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Interfacial bonding enhances thermoelectric cooling
in 3D-printed materials
Shengduo Xu*, Sharona Horta, Abayomi Lawal, Krishnendu Maji, Magali Lorion, Maria Ibáñez*

Thermoelectric coolers (TECs) are pivotal in modern heat management but face limitations in efficiency

and manufacturing scalability. We address these challenges by using an extrusion-based 3D printing

technique to fabricate high-performance thermoelectric materials. Our ink formulations ensure the

integrity of the 3D-printed structure and effective particle bonding during sintering, achieving record-

high figure of merit (zT) values of 1.42 for p-type bismuth antimony telluride [(Bi,Sb)2Te3] and 1.3 for

n-type silver selenide (Ag2Se) materials at room temperature. The resulting TEC demonstrates a cooling

temperature gradient of 50°C in air. Moreover, this scalable and cost-effective method circumvents

energy-intensive and time-consuming steps, such as ingot preparation and subsequently machining

processes, offering a transformative solution for thermoelectric device production and heralding a

new era of efficient and sustainable thermoelectric technologies.

A
thermoelectric cooler (TEC), also known

as a Peltier cooler, is a solid-state device

that transfers heat from one side to the

other when an electrical current passes

through it. This cooling method is ad-

vantageous because of its precise and localized

temperature control capabilities. In addi-

tion, TECs are compact, modular, silent, and

maintenance-free, eliminating the need for

harmful liquids or gases typically used in con-

ventional vapor compression refrigeration sys-

tems. Their adaptability to small sizes makes

them indispensable for applications inwhich the

target to cool is too small for traditional refrig-

eration technology (1, 2). As a result, TECs offer

a promising approach to thermalmanagement

in various applications, such as lab-on-a-chip

devices (3, 4), mid-infrared sensors and lasers

based on narrow-band semiconductors (5), In-

ternet of Things devices (6), and personal ther-

moregulatory clothing (7). Despite the benefits

and potential applications, implementation

of TECs is restricted by low efficiency, limited

cooling power, complex andwastefulmanufac-

turing approaches, and the high cost of manu-

facturing thermoelectric materials (8).

The cooling coefficient of performance (COP)

andmaximum temperature reduction of a TEC

are linked to the efficiency of the thermoelectric

material, determined by the dimensionless fi-

gure ofmerit, zT= S
2
sT/(kele + klat) (9). Here, S

represents the thermopower or Seebeck co-

efficient, s denotes electrical conductivity, T is

the absolute temperature, and kele and klat are

electronic and lattice thermal conductivity,

respectively (10). Various strategies to optimize

simultaneously charge carrier andphonon trans-

port have been explored to achieve materials

with high zT (9). However, thesematerials have

been manufactured using time-consuming and

energy-intense methods that can be challenging

to scale up. A clear example is the fabrication

of single crystals (11), but also the production

of dense polycrystalline materials using spark

plasma sintering (12), bulk machining (13),

sputtering (14), microelectromechanical fabri-

cation (15, 16), and so forth.

Recently, extrusion-based three-dimensional

(3D) printing and high-throughput printing

systems have emerged as promising alterna-

tives for directly preparing materials with the

desired geometry,whichmakes thedevicemanu-

facturing process simpler, more efficient, and

versatile (17–19). Rigid thermoelectric materials

with different 3D structures have been directly

printed and subsequently sintered to remove

the carrying liquid medium (17, 20, 21). How-

ever, the corresponding zT values have been

substantially lower than those reported from

ingots, which can be mainly ascribed to low s

caused by poor connection between the grains.

Moreover, the integration of 3D-printed mate-

rials into cooling devices has not been reported,

most likely owing to the complexity of achiev-

ing both high material performance optimiza-

tion and efficient device engineering to obtain

substantial cooling.

We developed ink formulations that ensure

structural integrity during 3D printing and

promote the formation of interfacially bonded

grain networks during the sintering process.

Suchwell-connected structures result in zT values

of 1.42 and 1.3 at room temperature for p-type

(Bi,Sb)2Te3 and n-type Ag2Se (Fig. 1A), respec-

tively, which are among the highest zT values

reported for thermoelectricmaterials near room

temperature (17, 20, 22–30). Using the printed

p-type and n-type thermoelectric legs, we as-

sembled a TEC that exhibits cooling temper-

ature gradients (DT) up to 50°C in air with the

hot side fixed at 30°C and an COP of 3.8 with

an applied current (I) of 0.15 A at room tem-

perature (Fig. 1, B and C). These performance

parameters are comparable to those achieved

in state-of-the-art devices (11, 12, 31, 32) (Fig.

1D). Our work demonstrates the potential of

3D-printed materials for cost-effective and scal-

able production of high-performance TECs,

avoiding the energy-consuming and inefficient

steps—such as high-temperature synthesis,

pressure-assisted sintering, and slicing and

dicing ingots, commonly used in conventional

manufacturing processes (4, 5, 15, 16, 33–40)—

and minimizing material waste.

Thermoelectric properties of printed materials

In the quest for efficient room-temperature ap-

plications, Bi0.5Sb1.5Te3 and Ag2Se have been

identified as leading materials for p-type and

n-type thermoelectric performance, respectively

(37, 38). To leverage these materials, inks are

designed as colloidal suspensions containing

the corresponding solid particles within a

liquid medium. To ensure the integrity of the

3D-printed structure, ink components and their

concentrations are optimized to exhibit loss

tangent (tand) values below 1 and a high yield

stress (ty) (fig. S5), achieving solid-like behav-

iors (17, 20).

We initially printed rectangular-shaped sam-

ples of two dimensions, 12 mm by 5 mm by

16 mmand 12mmby 12mmby 5mm (Fig. 1A),

to evaluate the material properties in different

printing orientations (fig. S6) and determine

the optimal ink composition. Subsequently,

we printed pillars with an average diameter

of 1 mm and a height of 0.8 mm (Fig. 1B) to

manufacture the TEC. After printing the de-

sired structure, a sintering step is necessary

to remove the liquid medium and bond the

particles, forming a continuousmaterial net-

work that allows adequate charge carrier trans-

port. For the rectangular pellets, their surface

is polished to ensure proper contact with the

probes during transport measurements.

The different crystal structures and bonding

nature of Bi0.5Sb1.5Te3 and Ag2Se require dis-

tinct ink formulations to promote the forma-

tion of interparticle bonding at relatively low

temperatures and without applying pressure.

For the n-type material, Ag2Se particles (~50 to

~300 nm) were mixed with glycerol in a 1:2

mass ratio to form an ink that shows excellent

printability without adding any binders. Such

adequate viscoelasticity of the Ag2Se ink origi-

nates fromthe electrostatic interactionsbetween

surface-charged Ag2Se particles (20, 37).

TheAg2Sebars showas of 586S·cm
−1
(Fig. 2E)

and a hall carriermobility (m) of 864 cm
2
·V
−1
·s
−1

at room temperature (fig. S8). The S is com-

parable to that of previous works (Fig. 2E) (37),

owing to the similar carrier concentration (n)
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of 3.58 × 10
18
cm

−3
(fig. S8), and the klat is sub-

stantially lower with a value of 0.12 W·m
−1
·K

−1

(Fig. 2D), leading to a room-temperature zT of

1.3 and an average zT of 1.32 from 30° to 120°C

(Fig. 1A). The resulting materials have a poro-

sity of ~50%; however, the solid matrix has the

same features as those reported for highly

dense ingots (37, 41): small-angle grain bound-

aries, dense dislocations arrays, and stacking

faults (fig. S9).

We prepared (Bi,Sb)2Te3-based inks for the

p-type material by mixing Bi0.5Sb1.5Te3 pow-

ders and two different types of inorganic solid

binders, Bi nanoparticles andSb2Te4 chalcogeni-

dometallates (ChaM) (17), in ethylene glycol

mixed with xanthan gum. We achieved the

best-performing inks, named BST-B-ST, using

75% molar content of Bi0.5Sb1.5Te3 (BST), 10%

molar content of Bi nanoparticles (B), and 15%

molar content of Sb2Te4 ChaM (ST) (fig. S12).

The BST-B-ST printed pellets display the same

commonly observed microstructural features in

the solid matrix as those previously reported in

dense ingots with similar compositions (fig. S13)

(42–45). These features include micrometer-

sized grains with dislocation-rich grain boun-

daries, nanometer-sized twins, and Sb-rich

nanoprecipitates with sizes ranging from 5 to

30 nm (fig. S13E). However, the printed BST-B-ST

pellet did not exhibit the characteristic crys-

tallographic texture observed in (Bi,Sb)2Te3dense

ingots produced by zone melting, hot press, or

hot deformation (fig. S15), and the properties

measured in different directions demonstrated

their isotropic nature (fig. S6).

The BST-B-ST printed pellets show substan-

tially improved thermoelectric properties when

compared to those produced with binder-free

Bi0.5Sb1.5Te3 inks (BST) or those with only the

addition of Sb2Te4 ChaM (BST-ST). Notably,

we observe an elevated S for the BST-B-ST sam-

ple compared to the BST-ST and BST samples

(Fig. 3F), which can be ascribed to the reduced

n (fig. S11). Inductively coupled plasma (ICP) re-

sults (table S1) show higher Bi content in the

BST-B-ST sample, which is responsible for the

decrease in n because Bi is less likely to create

donor-like anti-site defects in the BST system

compared to Sb (46). Despite the decreased n,

the s of the BST-B-ST pellet is also higher than

that of the bare BST andBST-ST pellets, owing to

the significantly enhanced m (fig. S11). Overall, the

BST-B-STpellets exhibit as of 148S·cm
−1
(Fig. 3E),

S of 258 mV·K
−1
(Fig. 3F), and k of 0.21 W·m

−1
·K
−1

(fig. S45A), resulting in a room-temperature zT

of 1.42 and an average zT of 1.3 from 30° to

170°C (Fig. 1A).

We prepared and printed multiple batches

of BST-B-ST and Ag2Se inks under identical

conditions to test their reproducibility. We

observed consistent zT values across all batches,

with variationswithin± 10% for both p-type and

n-type materials (fig. S17 to fig. S20). Moreover,

the results were corroborated by measurements

conducted in different laboratories and using

different systems, confirming the reliability of

our findings (figs. S23 and S24).

Creation of interfacially bonded networks

In both cases, Ag2Se and BST-B-ST pellets show

outstanding performance, despite having poro-

sities around 50%. Effective medium theory

(EMT) predicts that a decrease in s offsets the

reduction in k, as both are similarly affected

by the presence of an insulating material,

A B

C D

A B

C D

Fig. 1. Synthesis process and performance. (A) Comparison of the state-of-the-art zT values obtained for n-type (17, 25, 36, 37) and p-type (17, 28, 38–40)

thermoelectric materials with the ones achieved in this work. The closed symbols represent printed materials, whereas the open symbols denote those obtained from

ingots. (B) Schematic diagram of the used 3D printer with a picture of the printed thermoelectric legs and their assembly into the device. (C) Coefficient of

performance (COP) of the fabricated TEC as a function of temperature gradient. (D) Comparison of the maximum cooling gradients achieved for TECs fabricated

by different methods (4, 5, 11, 12, 15, 16, 31, 33–35).
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resulting in no difference in zT (46). How-

ever, porous materials have not been able to

match the performance of their state-of-the-

art dense counterparts. This is due to themore

profound reduction in s resulting from the

disruption of the material’s continuity, indicat-

ing that the presence of pores yields poor inter-

connection between grains (47).

By examining the balance between charge

carrier weightedmobility (mw) and klat, we can

evaluate the trade-off between the benefits of

reduced phonon propagation and the disadvan-

tages of hindered charge carrier transport. Both

p- andn-type printed pellets in thiswork display

one of the highest mw/klat values (48) reported

compared to those of their denser analogs (Figs.

2F and 3G). These results indicate that despite

the presence of a large quantity of pores, the

sintering process promotes the formation of

interfacially bonded grains, which yields suf-

ficiently good charge transport across them

(Fig. 2, A and B, for Ag2Se, and Fig. 3, B to D,

for BST-B-ST).

For Ag2Se, we achived the formation of inter-

facially bonded grains simply by exploiting the

phase transition of thematerial at around 133°C

during sintering (37), without any binder. The

liquid-like behavior of the high-temperature su-

perionic phase allows Ag ions to become highly

mobile (49) and promotes mass transfer across

different grains (Fig. 2A and fig. S50). Details of

this process are provided in the supplementary

materials. After the complete transformation

back to the low-temperature orthorhombic

phase, the rearrangement of Ag and Se atoms

produces a microstructure characterized by in-

terconnected grains with small-angle grain

boundaries (fig. S9 and Fig. 2C).

BST usually requires pressure-assisted sinter-

ing to ensure thermal fusing between the

particles (38, 39). For 3D-printedmaterials, we

bypass this step by using binders, Bi nano-

particles, and Sb2Te4 ChaM, which transform

during the sintering step into a composition-

ally matching soldering compound and create

bonds between the original BST particles. As

the temperature increases, Bi nanoparticles

start melting (Bi has amelting point of 270°C),

promoting atomic diffusions of Sb2Te4 ChaM

and the surface atoms of ball-milled BST (Fig.

3D andmovie S5) (50). This diffusion facilitates

a chemical reaction between Bi and Sb2Te4 to

formanewBST phase, which chemically bonds

with the original ball-milled BST particles (Fig.

3C and movie S6), facilitating charge transport

between grains. The high density of disloca-

tions found at the grain boundaries is indirect

proof of this liquid-like sintering phenomenon,

as it has been previously reported for the role of

liquidized Te during sintering of the BST in

pressure-assisted sintering (fig. S13) (38, 39).

However, in the 3D-printed material, because

no pressure is used during the sintering pro-

cess, the resulting solid is highly porous.

The reduced klat arises from various phonon-

scattering mechanisms and the lack of thermal

conduction within the pores. On one side, we

use EMT theory to subtract the decrease in klat
attributed to the pores’ thermal insulating na-

ture (Fig. 2D for Ag2Se and fig. S42B for BST-B-

ST) and obtain the equivalent if the material

were fully dense (kEMT
lat ). On the other side, we

took into account the different types of defects

foundby high-resolution transmission electron

microscopy (HRTEM), including a Casmir-like

phonon interface scattering term to consider

the role of the pore interfaces (46) and calcu-

late the expected klat using theDebye-Callaway

model (Fig. 2D for Ag2Se and fig. S42B for

BST-B-ST). The kEMT
lat values are in good agree-

ment with the values predicted in the model

for both Ag2Se (37) and (Bi,Sb)2Te3 (46). Such

a good fit is an indication of good interfacial

bonding across grains.

To gain further insights into the impact of

porosity on the klat, we calculated the average

sound velocity (na) based on experimental data.

The na of the BST-B-ST sample is found to be

1116m·s
−1
compared to 2147m·s

−1
in Bi0.5Sb1.5Te3

ingots (table S3) (38). Similarly, the na of our

Ag2Se sample is around 764m·s
−1
, much lower

than 1472 m·s
−1

in dense Ag2Se (48). The re-

duction in the na is attributed to the substantial

decrease in the elastic modulus, because the

pores act as stress concentrators and disrupt

the uniform transmission of stress waves, re-

ducing thematerial’s stiffness (51). We found a

good fit between the Debye Callaway model

and the measured klat, using the experimen-

tally determined na instead of the theoretical

one. This alignment validates the use of EMT

and the Debye-Callaway model for predicting

k in our porous material, indicating that the

reduction in klat compared to that in the dense

materialwith similar defects is due to the soften-

ing of the material in the presence of pores (46).

Applying printed materials for active cooling

Using the optimized BST-B-ST and Ag2Se inks,

we printed both p-type and n-type pillars and

Fig. 2. Porous microstructures and thermoelectric performance of printed Ag2Se. (A) Schematic

diagram showing the microstructural evolution in the printed Ag2Se bars during the sintering process at

350°C for 2 hours. (B) Scanning electron microscope (SEM) images of as-synthesized Ag2Se particles.

(C) SEM images of fractured and focused ion beam (FIB) cross-sectional areas of the Ag2Se pellets.

(D) klat of the printed Ag2Se pellet labeled by the closed red symbols. Open red symbols represent the

corrected klat using effective medium theory (EMT). (E) s and S of the printed Ag2Se pellets. (F) Comparison

of the mw/klat between state-of-the-art n-type materials and our printed Ag2Se (17, 25, 36, 37). mw denotes

weighted mobility.
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assembled them in the TEC to build a 32-pair

device. We chose the length l and diameter d

of both types of legs, 0.8 mm and 1 mm, re-

spectively, to match their resistance. We con-

trolled the pillar size by tuning the printing

parameters: nozzle speed, size, and printing

pressure (fig. S26). The cone-shaped tips of the

printed legs were flattened by a programmed

scratching method (movie S3), leaving a

smooth top surface to facilitate the soldering

process (fig. S39). The electronic contacts with

the electrodes were done by evaporating a

0.5-mm-thick layer of platinum onto the top

and bottom surfaces of the printed thermo-

electric legs (fig. S38), and soldered using Bi-

rich soldering paste to minimize the contact

resistance.

The fabricated TECs produce a maximum

cooling temperature difference (DTmax) of 50°C

between the hot surface and cold surface

without a heating load at room temperature

(Fig. 4B). Increasing the heating load (Fig. 4B)

generated from the heater leads to a gradual

increase in the cooling temperature (Tc). The

maximum cooling flux density pc,max of

0.87 W·cm
−2

is achieved with zero DT (Fig. 4C,

red line). With increasing DT, the pc,max de-

creases, indicating a trade-off effect between

the cooling temperature and cooling flux. To

ensure the practical application of the as-

fabricated TEC, we evaluated the cyclic stabili-

ty of the fabricated devicewithout a heating load

(Fig. 4, D and E). The Tc remains unchanged

after a continuous cooling test for 7 days and

200 cooling cycles. These results demonstrate

the reliability of the device and the stability of

the printed thermoelectric legs upon operation.

Notably, the DT values reported were mea-

sured in air. Under vacuum, the maximum

temperature difference exceeded 64°C. Re-

ducing contact resistance could bring the

achieved temperature differences closer to the

theoretical values predicted by the material’s

zT (details can be seen in fig. S53).

Conclusions

We demonstrate a reproducible and scalable

method for fabricating high-performance TECs

using 3D-printedmaterials. Through extrusion-

based 3D printing, thermoelectric materials

with high zT values of 1.42 for p-type (Bi, Sb)2Te3

A

B

C

D E

F

G

Fig. 3. Improved thermoelectric performance of BST-B-ST by forming interfacial bonding between grains. (A) Ink components of the (Bi,Sb)2Te3-based ink.

(B) Schematic diagram highlighting the presence of an in situ–formed BST phase connecting the ball-milled BST particles. (C) Comparison of the transmission electron

microscopy (TEM) images and the corresponding energy dispersive x-ray spectrometry elemental maps of the BST-B-ST ink before (top) and after (bottom) the

sintering process performed in situ in the TEM. After heating to 400°C, the original ball-milled BST particles form a continuous phase with the in situ–formed BST

phase as indicated by the dotted red box. Scale bar, 100 nm. (D) Bright-field TEM images of as-mixed (top) ST and Bi nanoparticles and after being heated to 350°C

(bottom) with the corresponding fast Fourier transform and high-resolution TEM images from the boxed areas on the right. (E) s and (F) S of BST, BST-ST, and

BST-B-ST pellets. (G) mw/klat of the BST and BST-B-ST samples and other state-of-the-art p-type thermoelectric materials (17, 28, 38–40).
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and 1.3 for n-type Ag2Se at room temperature

are prepared. The key to achieving high per-

formance lies in tailoring the ink formulation

to promote the formation of interfacial bond-

ing between particles during the removal of

the liquidmedia frombothmaterials, allowing

our highly porous materials to display excel-

lent thermoelectric properties. Moreover, we

integrate the printed materials into a 32-pair

device with cooling capability comparable to

that of state-of-the-art TECs.

Our approach not only advances thermo-

electric technology by achieving high zT values

and outstanding cooling performance, but also

paves the way for the development of ink for-

mulations in 3D printing of semiconducting

particles. By focusing on the material charac-

teristics and identifying binders that enable

atomic particle connections without altering

the final material composition, we can retain

or even improve the functional properties of

the target semiconductors. These advances

bring us one step closer to the viability of 3D

printing as amore sustainable and efficient alter-

native to traditional manufacturing methods.
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Fig. 4. Cooling performance and stability of the 3D-printed TEC. (A) Home-made setups for Tc (top) and pc (bottom) measurements. For the former,

a thermistor was inserted into a copper plate encapsulated by the heater and the TEC to monitor the Tc. For the latter, we use two thermistors to monitor the

temperature gradient in a stainless-steel plate and then calculate the heat flow. (B) Cooling temperature Tc as a function of heating loads on the cold

surface of the TEC. (C) Cooling flux density pc as a function of different temperature gradients DT (defined as Thot − Tcold) across the TEC. (D) Tc of the

TEC during continuous cooling test for 7 days. (E) Tc of the TEC during cyclic cooling tests. For a continuous and prolonged cooling effect, heat dissipation

at the hot side is procured using a custom-made water circulator.
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PROTEIN DESIGN

Simulating 500 million years of evolution with a
language model
Thomas Hayes1†, Roshan Rao1†, Halil Akin1†, Nicholas J. Sofroniew1†, Deniz Oktay1†, Zeming Lin1†,

Robert Verkuil1†, Vincent Q. Tran2,3, Jonathan Deaton1, Marius Wiggert1, Rohil Badkundri1,

Irhum Shafkat1, Jun Gong1, Alexander Derry1, Raul S. Molina1, Neil Thomas1, Yousuf A. Khan1,

Chetan Mishra1, Carolyn Kim1, Liam J. Bartie2, Matthew Nemeth2, Patrick D. Hsu2,3, Tom Sercu1,

Salvatore Candido1, Alexander Rives1*

More than 3 billion years of evolution have produced an image of biology encoded into the space of

natural proteins. Here, we show that language models trained at scale on evolutionary data can generate

functional proteins that are far away from known proteins. We present ESM3, a frontier multimodal

generative language model that reasons over the sequence, structure, and function of proteins. ESM3

can follow complex prompts combining its modalities and is highly responsive to alignment to improve

its fidelity. We have prompted ESM3 to generate fluorescent proteins. Among the generations that

we synthesized, we found a bright fluorescent protein at a far distance (58% sequence identity) from

known fluorescent proteins, which we estimate is equivalent to simulating 500 million years of evolution.

T
he proteins that exist today have devel-

oped into their present forms over the

course of billions of years of natural evo-

lution, passing through a vast evolutionary

sieve. In parallel experiments conducted

over geological time, nature creates random

mutations and applies selection, filtering pro-

teins by their myriad sequences, structures,

and functions.

As a result, the patterns in the proteins that

we observe today reflect the action of the deep

hidden variables of the biology that have shaped

their evolution across time. Gene sequencing

surveys of Earth’s natural diversity are catalog-

ing the sequences (1–3) and structures (4, 5) of

proteins, containing billions of sequences and

hundreds of millions of structures that illu-

minate patterns of variation across life. A con-

sensus is developing that underlying these

sequences is a fundamental language of pro-

tein biology that can be understood using lan-

guage models (6–11).

A number of language models of protein se-

quences have now been developed and eval-

uated (5–10, 12–17). It has been found that

the representations that emerge within lan-

guage models reflect the biological structure

and function of proteins (6–8, 18) and are

learnedwithout any supervision on those prop-

erties (19, 20), improving with scale (5, 21).

In the field of artificial intelligence, scaling

laws have been found that predict the growth

in capabilities with increasing scale, describ-

ing a frontier in compute, parameters, and

data (22–24).

Here, we present ESM3, a frontier multi-

modal generative model that reasons over the

sequences, structures, and functions of pro-

teins. ESM3 is trained as a generative masked

language model over discrete tokens for each

modality. Structural reasoning is achieved by

encoding three-dimensional (3D) atomic struc-

ture as discrete tokens rather than with the

complex architecture and diffusion in 3D space

used in recent predictive (25) and generative

models (26–28) of proteins. All-to-all modeling

of discrete tokens is scalable and allows ESM3

to be prompted with any combination of its

modalities, thus enabling the controllable gen-

eration of proteins that respect combinations

of prompts. We observed that ESM3 is highly

responsive to prompts and finds creative solu-

tions to complex combinations of prompts, in-

cluding solutions for which we can find no

matching structure in nature. Models at all

scales can be aligned to better follow prompts,

and larger models are far more responsive to

alignment, showing greater capability to solve

the most difficult prompts after alignment.

Using ESM3, we report the generation of a var-

iant of green fluorescent protein (GFP) (29, 30)

that is diverged from existing proteins to a

degree equivalent to simulating >500 million

years of evolution.

ESM3

ESM3 achieves a scalable generative model of

the three fundamental properties of proteins,

sequence, structure, and function, through lan-

guage modeling. Previous generative model-

ing efforts for proteins have focused primarily

on individual modalities, leveraging complex

architectures and training objectives for struc-

tures that represent proteins as 3D objects. To

date, the only language models that have been

scaled are for protein sequences. In ESM3,

sequence, structure, and function are repre-

sented through alphabets of discrete tokens.

The modalities are input and output as sep-

arate sequence tracks that are fused into a

single latent space within themodel. This sim-

plicity enables ESM3 to leverage a scalable

transformer architecture to train up to 98 bil-

lion parameters and more than one trillion

teraflops of compute, demonstrating the em-

ergence of complex reasoning capabilities over

sequence, structure, and function.

ESM3 is trained with a generative masked

languagemodeling objective across all its tracks

as described by the following equation:

L ¼ �Ex;m

1

mj j

X

i∈m

log pðxijxnmÞ

A randommaskm is applied to the tokens x

describing the protein, and themodel is super-

vised to predict the identity of the tokens that

have been masked. During training, the mask

is sampled using a noise schedule that varies

the fraction of positions that are masked so

that ESM3 sees many different combinations

of masked sequence, structure, and function

and predicts completions of any combination

of the modalities from any other. This differs

from classical masked language modeling (31)

in that the supervision is applied across all pos-

siblemasking rates rather than to a single fixed

masking rate. This supervision factorizes the

probability distribution over all possible predic-

tions of the next token given any combination

of previous tokens, thus ensuring that tokens

can be generated in any order fromany starting

point (32–34).

1EvolutionaryScale, PBC, New York, NY, USA. 2Arc Institute,
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To generate from ESM3, tokens are itera-

tively sampled. Starting from a fully or partially

masked context, tokens can be sampled one at

a time or in parallel and in any order until all

positions are fully unmasked (Fig. 1A). In addi-

tion to enabling generation, ESM3’s training

objective is also effective for representation

learning. High masking rates improve the gen-

erative capability, whereas lowermasking rates

improve representation learning. We chose to

train ESM3with a noise schedule that balances

generative capabilitieswith representation learn-

ing (supplementary materials, section A.2.2).

ESM3 is abidirectional transformer. Sequence,

structure, and function tokens are embedded

and fused at the input and then processed

through a stack of transformer blocks (Fig. 1B).

At the output of the model, shallowmultilayer

perceptron heads project the final layer repre-

sentation into token probabilities for each of

the tracks. ESM3 uses tokenization, rather than

specialized architectural components, to repre-

sent the complexity of proteins in a learned

multimodal feature space. This approach en-

ables efficient and highly scalable training.

Protein structures are tokenized by a dis-

crete autoencoder (35) that is trained to com-

press 3D structure into discrete tokens (Fig.

1C). We propose an invariant geometric at-

tention mechanism to efficiently process the

3D structure. Themechanism operates in local

reference frames defined by the bond geome-

try at each amino acid and allows local frames

to interact globally through a transformation

into the global frame (supplementarymaterials,

section A.1.6). The local structural neighbor-

hoods around each amino acid are encoded

into a sequence of discrete tokens, one for each

amino acid.

When predicting or generating protein struc-

ture, the structure tokens output by ESM3 are

passed through the decoder, which reconstructs

the full atomic structure. The autoencoder is

trained to encode and reconstruct atomic co-

ordinates with a geometric loss that supervises

the pairwise distances and relative orientations

of bond vectors and normals (supplementary

materials, section A.1.7.3.1). This tokenization

delivers nearly perfect reconstruction of pro-

tein structure [<0.5 Å root mean square differ-

ence (RMSD) using CAMEO; fig. S3].

A

B C E

D

Fig. 1. ESM3 is a generative language model that reasons over the sequence,

structure, and function of proteins. (A) Iterative sampling with ESM3.

Generation of an alpha/beta hydrolase. Sequence, structure, and function

can all be used to prompt the model. At each timestep t, a fraction of the

masked positions are sampled until all positions are unmasked. (B) ESM3

architecture. Sequence, structure, and function are represented as tracks of

discrete tokens at the input and output. The model is a series of transformer

blocks in which all tracks are fused within a single latent space. Geometric

attention in the first block allows conditioning on atomic coordinates. ESM3 is

supervised to predict masked tokens. (C) Structure tokenization. Local

atomic structure around each amino acid is encoded into tokens. (D) Models

are trained at three scales: 1.4B, 7B, and 98B parameters. Negative log-

likelihood (averaged across mask rates) on test set as a function of training

FLOPs shows response to conditioning on each of the input tracks, improving

with increasing FLOPs (95% confidence interval). (E) Unconditional gen-

erations from ESM3 98B (colored by sequence identity to the nearest

sequence in the training set), embedded by ESM3, and projected by uniform

manifold approximation and projection (UMAP) alongside randomly sampled

sequences from UniProt (in gray). Generations are diverse, high-quality,

and cover the distribution of natural sequences.

RESEARCH | RESEARCH ARTICLES

SCIENCE science.org 21 FEBRUARY 2025 • VOL 387 ISSUE 6736 851



Because the local neighborhoods of each

structure token contain information about

neighboring parts of the structure, we also

provided the model with a mechanism to con-

dition on backbone atomic coordinates direct-

ly through geometric attention in the first

transformer block. To support higher-level

abstractions of structure, we included tracks

for secondary structure (SS8) tokens and sol-

vent accessible surface area (SASA) tokens.

Key words describing biological activity, such

as binding, enzymatic function, and domain

or fold classifications allow an even higher-

level semantic description of protein archi-

tecture and function. Derived from free-text

descriptions in InterPro (36) and Gene Ontol-

ogy (GO) terms for each residue, these key

words are tokenized (supplementary mate-

rials, section A.1.8), embedded, and summed

at the network input. Residue-level annota-

tions provide multi-hot labeling of the func-

tions of individual residues, such as catalytic

sites and posttranslational modifications (sup-

plementary materials, section A.1.8.3).

The largest ESM3model is trained on 2.78 bil-

lion natural proteins collected from sequence

and structure databases (2, 36–39). Because a

small fraction of structures have been exper-

imentally determined relative to sequences,

we leveraged predicted structures (4, 5). Se-

quences were annotated with function key

words using a library of hidden Markov mod-

els (40). We also generated synthetic sequences

with an inverse folding model (supplementary

materials, section A.2.1.3) for all structures,

including predicted ones. Overall, this in-

creases training data to 3.15 billion protein

sequences, 236 million protein structures, and

539 million proteins with function annota-

tions, totaling 771 billion unique tokens. Full

details of the training dataset are described in

the supplementary materials, section A.2.1.

We trained ESM3 models at three scales:

1.4, 7, and 98 billion parameters (1.4B, 7B, and

98B, respectively). In an initial series of ex-

periments to evaluate representation learning

performance in response to architecture hy-

perparameters, we found a greater response

to increasing depth than to width. This be-

havior informed the choice of relatively deep

networks for the final architectures, with

the 98B-parameter model incorporating 216

transformer blocks (supplementary materials,

section A.1.5).

A B

C

D

Fig. 2. Generative programming with ESM3. (A) ESM3 can follow prompts

from each of its input tracks. Density of faithfulness to prompting for each of the

tracks is shown. Generations achieve consistency with the prompt (backbone

cRMSD, SS3 accuracy, SASA Spearman r, and key word recovery) and high

structure prediction confidence (pTM). (B) ESM3 can be prompted to generate

proteins that differ in structure (left) and sequence (right) from the training set

and natural proteins. Prompted generations (blue) shift toward a more novel

space versus unconditional generations (red) in response to prompts derived

from out-of-distribution natural structures (top) and computationally designed

symmetric proteins (bottom). (C) ESM3 generates creative solutions to a variety

of combinations of complex prompts. We show compositions of atomic-level

motifs with high-level instructions specified through key words or secondary

structure prompts. Fidelity to the prompt is shown through similarity to a

reference structure (for key word prompts) and all-atom RMSD (for motif

prompts). Solutions differ from the scaffolds where the motif prompt was derived

(median TM score 0.36 ± 0.14), and for many motifs (e.g., serotonin, calcium,

protease inhibitor, and Mcl-1 inhibitor binding sites), we could find no significant

similarity to other proteins that contain the same motif. (D) Example of especially

creative behavior. ESM3 compresses a serine protease by 33% while maintaining the

active site structure.
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Scaling ESM3 from 1.4B to 98B parameters

results in substantial improvements in the loss

for all tracks on the test set, with the greatest

improvements observed in sequence loss (Fig.

1D and fig. S11). The gap between uncondi-

tional and conditional negative log-likelihoods

increases with scale. Conditioning on function

keywords primarily constrains sequence at

high masking rates, so although responsive-

ness to key word conditioning is observed at

highmask rates, it is less apparent in the aver-

aged negative log-likelihood (fig. S12). These

gains in test loss lead to better representa-

tion learning (table S8 and fig. S8). In single

sequence structure prediction, ESM3 98B sur-

passes ESMFold [0.880 versus 0.861 mean local

distance difference test (LDDT) by the CAMEO

test set; table S9). Generating sequences from

the model without prompting (unconditional

generation) produces high-quality proteinswith

a mean predicted LDDT (pLDDT) of 0.84 and

a predicted template modeling score (pTM)

of 0.52, which are diverse in both sequence

(mean pairwise sequence identity 0.155) and

structure (mean pairwise TM score 0.48), span-

ning the distribution of known proteins (Fig.

1E and fig. S14).

Our results show that scaling with language

modeling, which is enabled by tokenization,

efficient architectures, and masked token

prediction, yields continued improvements in

both representational and generative applica-

tions. This approach allows the model to build

a shared multimodal representation space that

is learned from the data rather than being ex-

plicitly hardcoded into its architecture. Given

increasing compute and data, the model could

learn an increasingly richer and more general

feature space. In the following sections, we

show that this approach achieves high fidelity

for the controllable generation of proteins.

Programmable design with ESM3

We explored the ability of ESM3 to follow

complex prompts with different compositions.

ESM3 can be promptedwith instructions from

each of its input tracks: sequence, structure

coordinates, SS8, SASA, and function key

words. This allows prompts to be specified at

multiple levels of abstraction, from atomic-

level structure to high-level key words describ-

ing the function and fold topology.

We evaluatedESM3’s ability to followprompts

in each of the tracks independently (Fig. 2A). A

set of prompts are constructed for each of the

tracks using a temporally held out test set of

natural proteins (supplementarymaterials, sec-

tion A.3.8). The resulting generations are eval-

uated using ESMFold for consistency with the

prompt and confidence of structure prediction

(pTM). We defined four consistency metrics for

each track: (i) constrained site RMSD (cRMSD),

the RMSD between the coordinates of the

prompt, i.e., the positions of the backbone

atoms, and the corresponding coordinates in

the generation; (ii) SS3 accuracy, the fraction

of residues where three-class secondary struc-

ture between the prompt and generations

match; (iii) SASA Spearman r, the correlation

between the SASA prompt and the correspond-

ing region of the generation; and (iv) key word

recovery, the fraction of prompt key words

recovered by InterProScan (40). Across all

tracks, the 7B parameter ESM3 finds solutions

that follow the prompt and have structures

that are confidently predicted by ESMFold

(pTM> 0.8). Somemode switching is observed,

including under key word prompting, where a

fraction of the generations have confidently

predicted structures that do not recover the

key words.

Unconditional generations reflect the dis-

tribution of natural proteins. Because we ob-

served that ESM3 can faithfully follow prompts,

we reasoned that prompting could steer the

model to generate proteins that differ from the

training set and natural proteins. First, we

tested the ability of the model to follow out-of-

distribution prompts. We constructed a set of

prompts combining SS8 and SASA from held-

out structures (TM <0.7 to training set). Under

these prompts, although the model continues

to generate coherent globular structures (mean

pTM 0.85 ± 0.03 under ESM3 7B; supplemen-

tary materials, section A.3.9), the distribution

of similarities to the training set (as measured

by TM score and sequence identity) shifts to

be more novel (average sequence identity to

nearest training set protein <20% and mean

TM score 0.48 ± 0.09; Fig. 2B, top). To test

the ability to generalize to structures beyond

the distribution of natural proteins, we used

secondary structure prompts derived from a

dataset of artificial symmetric protein designs

distinct from the natural proteins found in the

training dataset (supplementary materials,

section A.3.9). Similarly, ESM3 produces high-

confidence generations (pTM > 0.8, pLDDT >

0.8) with low sequence and structure sim-

ilarity to proteins in the training set (sequence

identity <20% and TM score 0.52 ± 0.10; Fig.

2B, bottom), indicating that the model can

be used to generate protein sequences and

structures highly distinct from those that exist

in nature.

ESM3 is able to follow complex prompts

and has the ability to compose prompts from

different tracks and at different levels of ab-

straction. To evaluate this ability, we promp-

ted ESM3 with motifs that require solving for

spatial coordination of individual atoms, in-

cluding atoms participating in tertiary con-

tacts between residues far apart in the sequence,

such as catalytic centers and ligand-binding

A B C

Fig. 3. The ability to solve complex tasks increases with scale through

alignment. ESM3 was aligned to follow tertiary coordination prompts with a

dataset of preference pairs constructed from prompted generations, where

positive samples with good scores for desired properties (high pTM, low cRMSD)

are paired with negative samples with worse scores. The preference tuning loss

encourages the model to put higher likelihood on the positive samples. After

training, models are evaluated by prompting with the backbone atomic

coordinates of residues in tertiary contact. (A) Effect of fine-tuning on the

fraction of tasks solved with 128 generations (Pass@128; error bars indicate

2 SDs). A large gap opens between the models with scale. The response to

alignment shows a latent capability to solve complex tasks in the largest model.

(B) Number of distinct solutions (clustered at TM > 0.8) generated for each

tertiary motif. After fine-tuning, there are often many unique solutions for ligands

where there are successes. (C) Densities of prompted generations are shown

for the base model (left) and the aligned model (right) at the 98B scale for

a number of randomly selected ligands. After alignment, the fidelity to the

prompt (backbone cRMSD) and quality of generations (pTM) tends to improve

substantially.
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sites. We combined the atomic-level motif

prompts with high-level prompts, either sec-

ondary structure prompts or keyword prompts

that specify the fold architecture. For each

unique combination of atomic-level motif and

high-level prompt, we generated sequences until

there was a success (for atomic-level prompts,

when all-atom RMSD <1.5 Å; for fold architec-

ture key word prompts, when TMwas >0.6 to a

representative structure; for secondary structure

prompts, when SS3 accuracy was >80%; and for

all prompts, when pTM was >0.8 and pLDDT

was >0.8 for the entire generated protein).

We found that ESM3 is able to solve a wide

variety of such tasks (Fig. 2C). It does so with-

out retrieving themotif’s original scaffold (me-

dian TM score of 0.40 ± 0.10; supplementary

materials, section A.3.10). In some cases, the

scaffolds are transferred from existing proteins

that have similar motifs (for example, the

ESM3-designed alpha-helical scaffold for the

zinc-binding motif has high similarity to Ni
2+
-

binding proteins, PDB: 5DQW, 5DQY; Fig. 2C,

row 3, column 1). For manymotifs (e.g., binding

sites for serotonin, calcium, protease inhib-

itor, andMcl-1 inhibitor), Foldseek (41) finds no

other proteins that contain the same motif. In

these cases, we observed that sometimes the

motif has been grafted into entirely different

folds (e.g., a protease inhibitor binding site mo-

tif in a beta-barrel that is most similar to a

membrane-bound copper transporter, PDB:

7PGE; Fig. 2C, row 3, column 3). At other times,

the scaffold has low structural similarity to all

known proteins in the PDB, ESMAtlas, and

AlphaFold databases (maximumTM score <0.5;

Fig. 2C, row 4, column 1), such as for an alpha/

beta protein designed to scaffold the Mcl-1 in-

hibitor binding motif. Overall, the generated

solutions have high designability, i.e., confi-

dent recovery of the original structure after

inverse folding with ESM-IF1 (42) and refold-

ing with ESMFold (median pTM 0.80 ± 0.08;

scTM 0.96 ± 0.04; supplementary materials,

section A.3.10).

Through experiments with prompt engi-

neering, we have observed especially creative

responses to prompts. Here, we highlight an

example of protein compression (Fig. 2D). Start-

ing from a natural trypsin (PDB 1Y3V), we

prompted with the sequence and coordinates

of the catalytic triad and functional key words

describing trypsin but reduced the overall

generation length by a third (from 223 to

150 residues). The ESM3 designmaintains the

coordination of the active site (all-atomRMSD

0.73 Å) and the overall fold with high design-

ability (pTM 0.84, scTM mean 0.97, SD 0.006)

despite the considerable reduction in sequence

length and the fold only being specified by the

function key word prompt (supplementary

materials, section A.3.11).

These examples illustrate ESM3’s ability to

find creative solutions to prompts specified in

any of its input tracks, individually or in com-

bination. This capability enables a rational ap-

proach to protein design, providing control at

various levels of abstraction, from high-level

topology to atomic coordinates, using a gen-

erative model to bridge the gap between the

prompt and biological complexity.

Biological alignment

Although we have observed meaningful in-

creases in the performance of the base models

with scale, larger models could have even

greater latent capabilities that we did not ob-

serve. The base ESM3 models can be promp-

ted to perform difficult tasks such as tertiary

motif scaffolding and composition of prompts

despite the fact that the models have not been

explicitly optimized for these objectives. Be-

cause the properties that we evaluated genera-

tive outputs on, such as adherence to the prompt

or the confidence of the scaffold, are only seen

by the model indirectly during pretraining,

aligning the model directly to the generative

task with fine-tuning could elicit even greater

capability differences with larger models.

We studied how the base models could be

aligned (43, 44) to generate proteins that

satisfy challenging prompts. For each model,

we constructed a dataset of backbone atomic

coordinate prompts consisting of contiguous

spans of residues and tertiary motifs (which

also specify the identities of the contacting

amino acids). We generated multiple protein

sequences for each prompt and fold each of

the sequences using ESM3, scoring for con-

sistency with the prompt (backbone cRMSD)

and structure prediction confidence (pTM).

High-quality samples were paired with low-

quality samples for the same prompt to con-

struct a preference dataset (supplementary

materials, section A.4). ESM3 was then fine-

tuned with a preference optimization loss

(45, 46), which causes the model to put higher

likelihood on the high-quality samples relative

to the low-quality samples.

After aligning each of the base models, we

evaluated their absolute performance and the

shift in the distribution of generations. We fo-

cused on a series of challenging prompts that

require coordination of the backbone atoms of

residues in tertiary contact. We used ESMFold

to evaluate the ability to generate high-quality

scaffolds (pTM >0.8) that follow the prompt

with high resolution (backbone cRMSD <1.5Å).

We prompted each model with amino acid

identities and backbone atomic coordinates

from a held-out dataset of 46 ligand-binding

motifs (supplementary materials, section A.4.5).

For each motif, we created 1024 prompts by

permuting the order of the residues, varying

their position in the sequence, and varying the

length of the sequence. A single protein was

generated per prompt. The 1024 generations

for each motif were used to construct an un-

biased estimator of the fraction of tertiary

coordination tasks solved after 128 genera-

tions (Pass@128; supplementarymaterials, sec-

tion A.4.5).

Aligned models solve double the tertiary co-

ordination tasks compared with base models

(Fig. 3A). Although the base models show dif-

ferences in the percentage of tasks solved

(9.5% for 1.4B, 19.0% for 7B, 26.8% for 98B;

Fig. 3A), a much larger capability difference

was revealed through alignment (increasing

from 9.5 to 18.8%, 19.0 to 37.4%, and 26.8 to

65.5% for the 1.4B, 7B, and 98B models, re-

spectively). Preference-tuned models not only

solve a greater proportion of tasks, but also

find a greater number of solutions per task, as

evaluated by the number of distinct structural

clusters (TM >0.8) with backbone cRMSD

<1.5Å and pTM >0.8 (Fig. 3B). A shift in the

distribution of ESMFold pTM and backbone

cRMSD for each ligand binding motif was ob-

served (Fig. 3C and fig. S18). At the 98B scale,

the fine-tuned model produced more distinct

successful clusters than the base model on 37

of the 46 tested ligands, whereas the remain-

ing nine ligands were not solved by either the

base or aligned model, indicating that align-

ment almost universally improves the faith-

fulness to the prompt and confidence of the

structure prediction for the generated proteins.

These results represent state-of-the-art motif

scaffolding performance (table S16). Compared

with a supervised fine-tuning baseline, which

only maximizes the likelihood of the positive

examples, preference tuning leads to larger

improvements at all scales (supplementary

materials, section A.4.6).

Our experiments with alignment reveal a

considerable difference in capabilities between

model scales. The largest aligned model im-

proves substantially relative to the base model

before alignment and comparedwith the smaller

models after alignment. Through alignment,

the models learn to generalize from a small

number of examples; the distribution of gen-

erations shifts to improve the quality of scaf-

folds and consistency with prompts, thus

increasing the fraction of tasks solved and the

number of distinct solutions.

Alignment requires the models to learn by

example. The ability to identify the underly-

ing properties that are illustrated by the fine-

tuning examples, and to generalize those

demonstrations to new tasks, implies that

there is an internal representation of the prop-

erties that the fine-tuning accesses. This repre-

sentation space is learned through the process

of pretraining, in which the model is trained

on proteins across evolution, suggesting that it

reflects and contains the immense variety and

complexity of protein biology. Such a repre-

sentation space is likely to contain features

that support the generalization of many bio-

logical properties. The greater responsiveness
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Fig. 4. Generating a distant fluorescent protein with a chain of thought.

(A) We prompted ESM3 with the sequence and structure of residues required

for forming and catalyzing the chromophore reaction, as well as the structure

of part of the central alpha helix from a natural GFP (left). Through a chain of

thought, ESM3 generates design candidates (right). (B) ESM3 found a bright

GFP distant from other known GFPs in two experiments. We measured

fluorescence in Escherichia coli lysate. Top row, photograph of plates. Bottom row,

plate reader fluorescence quantification. Positive controls of known GFPs are

marked with blue circles, and negative controls with no GFP sequence or no

E. coli are marked with orange circles. In the first experiment (left), we expressed

designs with a range of sequence identities. A notable design with low sequence

identity (57%) to known fluorescent proteins appears in the well-labeled B8

(highlighted by a black circle at the bottom and a white circle at the top). We

continued the chain of thought from the protein in B8 for the second experiment

(right). A bright design appears in the well-labeled C10 (58% sequence identity

to known fluorescent proteins; again, highlighted by a black circle at the bottom

and a white circle at the top), which we designate esmGFP. (C) esmGFP exhibits

fluorescence intensity similar to common GFPs. Normalized fluorescence is

shown for a subset of proteins in experiment 2. (D) Excitation and emission

spectra for esmGFP overlaid on the spectra of EGFP. (E) Two cutout views of the

central alpha helix and the inside of the beta barrel of a predicted structure of

esmGFP. The 96 mutations that esmGFP has relative to its nearest neighbor,

tagRFP, are shown in blue. (F) Cumulative density of sequence identity between

fluorescent proteins across taxa. esmGFP has the level of similarity to all

other FPs that is typically found when comparing sequences across orders but

within the same class. (G) Evolutionary distance by time in millions of years

(MY) and sequence identities for three example anthozoan GFPs and esmGFP.

(H) Estimator of evolutionary distance by time (MY) from GFP sequence identity.

We estimate that esmGFP is >500 million years of natural evolution removed

from the closest known protein.
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of larger models to alignment suggests that

their internal representation space better ap-

proximates those underlying properties, which

is evidence of a deep capability for transfer

through the features learned in pretraining

that improves with scale.

Generating a distant fluorescent protein

We sought to understand whether the base-

pretrained ESM3 model has sufficient biolog-

ical fidelity to generate functional proteins.

We set out to create a functional GFP with low

sequence similarity to existing ones. We chose

the functionality of fluorescence because it is

difficult to achieve, easy to measure, and one

of the most beautiful mechanisms in nature.

Proteins in the GFP family are responsible

for the fluorescence of jellyfish and the vivid

colors of coral (47), and are unique in their

ability to forma fluorescent chromophorewith-

out cofactors or substrates (30). This property

allows the GFP sequence to be inserted into

the genomes of other organisms to visibly label

molecules, cellular structures, or processes, pro-

viding a foundational toolkit that has been

broadly applied across the biosciences.

The GFP family has been the subject of dec-

ades of protein engineering efforts, but by far

most of the known sequence diversity of GFPs

has come from prospecting the natural world,

because protein engineering efforts have for

the most part explored only a few mutations

starting from naturally fluorescent sequences.

Rational design and mutagenesis have yielded

GFP sequences with improved properties, such

as higher brightness or stability or differently

colored variants, that incorporated small num-

bers of mutations (typically five to 15 of the

total 238 amino acid coding sequence). In a few

cases, leveraging high-throughput experimen-

tation and machine learning, scientists have

been able to introduce up to 40 to 50 muta-

tions (i.e., 80% sequence identity) while retain-

ing fluorescence (48–50).

Generating an engineered GFP with consid-

erable sequence distance from natural variants

would require materialization of the complex

biochemistry and physics that underlie its

fluorescence. In all GFPs, an autocatalytic pro-

cess forms the chromophore from three key

amino acids in the core of the protein. The

structure of GFP, a kinked central alpha helix

surrounded by an 11-stranded beta barrel with

inward-facing coordinating residues, enables

this reaction (51). Once formed, the chromo-

phore must not just absorb light but also emit

it to be fluorescent. Light emission is highly

sensitive to the local electronic environment of

the chromophore. The fitness landscape of GFP

reflects the precise configuration of both the

active site and the surrounding tertiary inter-

actions required to achieve its function, be-

cause a few random mutations are sufficient

to reduce fluorescence to zero (48, 52).

In an effort to generate GFP sequences, we

directly prompted the base-pretrained 7B pa-

rameter ESM3 to generate a 229-residue pro-

tein conditioned on the positions Thr
62
, Thr

65
,

Tyr
66
, Gly

67
, Arg

96
, Glu

222
, which are critical re-

sidues for generating the chromophore (Fig. 4A).

We additionally conditioned on the structure

of residues 58 through 71 from the experimen-

tal structure in 1QY3, which are known to be

structurally important for the energetic favor-

ability of chromophore formation (53). Specif-

ically, sequence tokens, structure tokens, and

atomic coordinates of the backbone are pro-

vided at the input, and generation begins from

a nearly completely masked array of tokens

corresponding to 229 residues, except for the

token positions used for conditioning.

We generated designs using a chain-of-

thought procedure as follows. The model first

generates structure tokens, effectively creating

a protein backbone. Backbones that have suf-

ficiently good atomic coordination of the ac-

tive site but differentiated overall structure

from the 1QY3 backbone pass through a filter

to the next step of the chain. We added the

generated structure to the original prompt to

generate a sequence conditioned on the new

prompt. We then performed an iterative joint

optimization, alternating between optimizing

the sequence and the structure. We rejected

chains of thought that lose atomic coordina-

tion of the active site (supplementary mate-

rials, section A.5.1). We drew a computational

pool of tens of thousands of candidate GFP

designs from the intermediate and final points

in the iterative joint optimization stage of the

generation protocol. We bucketed the designs

by sequence similarity to known fluorescent

proteins and filtered and ranked designs using

a variety of metrics (supplementary materials,

section A.5.1.5).

We performed a first experiment with 88 de-

signs on a 96-well plate, evaluating the top

generations in each sequence similarity bucket.

Each generated protein was synthesized, ex-

pressed in E. coli, and measured for fluores-

cence activity at an excitation wavelength of

485 nm (Fig. 4B, left).Wemeasured brightness

similar to positive controls from a number of

designs that have higher sequence identity

with naturally occurring GFPs. We also identi-

fied a design in well B8 (highlighted in a black

circle) with only 36% sequence identity to the

1QY3 sequence and 57% sequence identity

to the nearest existing fluorescent protein,

tagRFP. This design was 50× less bright than

natural GFPs, and its chromophore matured

over the course of a week, instead of in under a

day, but it presents a signal of function in a

part of sequence space that to our knowledge

has not been found in nature or through pro-

tein engineering.

We continued the chain of thought starting

from the sequence of the design in well B8 to

generate a protein with improved brightness

using the same iterative joint optimization and

ranking procedure as above. We created a sec-

ond 96-well plate of designs and, using the

same plate reader assay, we found that a few

designs in this cohort have a brightness in the

range of GFPs found in nature. The best de-

sign, located in well C10 of the second plate

(Fig. 4B, right), we designated as esmGFP.

We found that esmGFP exhibits brightness

in the distribution of natural GFPs. We eval-

uated the fluorescence intensity at 0, 2, and

7 days of chromophore maturation and plot-

ted these measurements for esmGFP, a repli-

cate of B8, a chromophore knockout of B8,

along with three natural GFPs: avGFP, cgreGFP,

and ppluGFP (Fig. 4C). esmGFP takes longer

to mature than the known GFPs that we mea-

sured but achieves a comparable brightness

after 2 days. To validate that fluorescence was

mediated by the intended Thr
65
and Tyr

66
, we

showed that B8 and esmGFP variants inwhich

these residues were mutated to glycine lost

fluorescence activity (fig. S22).

Analysis of the excitation and emission spec-

tra of esmGFP revealed that its peak excitation

occurs at 496 nm, which is shifted 7 nm rela-

tive to the 489-nm peak for EGFP, but both

proteins emit at a peak of 512 nm (Fig. 4D).

The shapes of the spectra indicated a narrower

full width at half maximum (FWHM) for the

excitation spectrum of esmGFP (39 mm for

esmGFP versus 56 nm for EGFP), whereas the

FWHMs of their emission spectra were highly

comparable (35 and 39 nm, respectively). Over-

all, esmGFP exhibits spectral properties con-

sistent with known GFPs.

We next sought to understand how esmGFP

compares with known proteins. A BLAST (54)

search against the nonredundant protein se-

quences database and an MMseqs (55) search

of ESM3’s training set reported the same top

hit, tagRFP, which was also the nearest neigh-

bor to B8, with 58% sequence identity repre-

senting 96mutations throughout the sequence.

tagRFP is a designed variant, and the closest

wild-type sequence to esmGFP from the natu-

ral world is eqFP578, a red fluorescent protein

that differs from esmGFP by 107 sequence po-

sitions (53% identity). Sequence differences

between esmGFP and tagRFP occur through-

out the structure (Fig. 4E), with 22 mutations

occurring in the protein’s interior, which is

known to be highly sensitive to mutations due

to chromophore proximity and a high density

of interactions (56).

Examination of a sequence alignment of

648 natural and designed GFP-like fluorescent

proteins revealed that esmGFP has the level

of similarity to all other FPs that is typically

found when comparing sequences across tax-

onomic orders but within the same taxonomic

class (Fig. 4F). For example, the difference be-

tween esmGFP and other FPs is similar to the
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level of difference between FPs belonging to

the orders of Scleractinia (stony corals) and

Actiniaria (sea anemones), both of which be-

long to the larger class Anthozoa of marine

invertebrates (Fig. 4G). The closest FPs to

esmGFP come from the Anthozoa class (corals

and anemones; average sequence identity

51.4%), but esmGFP also shares some sequence

identity with FPs from the Hydrozoa (jellyfish),

in which avGFP was discovered (average se-

quence identity 33.4%; fig. S23).

We can draw insight from evolutionary bio-

logy on the amount of time that it would take

for a protein with similar sequence identity to

arise through natural evolution. In Fig. 4G, we

show esmGFP alongside three anthozoanGFPs.

We used a time-calibrated phylogenetic anal-

ysis of the anthozoans (57) that estimated the

millions of years ago (MYA) to last common

ancestors to estimate evolutionary time be-

tween each pair of these species. Using a larger

dataset of six anthozoan GFPs and species for

which we have accurate MYA to last common

ancestors and GFP sequence identities, we

constructed a simple estimator that correlates

sequence identity between FPs to MY of evo-

lutionary time between the species (Fig. 4H)

to calibrate against natural evolution. On the

basis of this analysis, we estimate that esmGFP

represents an equivalent of >500million years

of evolution from the closest protein that has

been found in nature.

Discussion

Wehave found that languagemodels can reach

a design space of proteins that is distant from

the space explored by natural evolution and

can generate functional proteins that would

take evolution hundreds of millions of years to

discover. Protein language models do not ex-

plicitly work within the physical constraints of

evolution, but instead can implicitly construct

a model of the multitude of potential paths

that evolution could have followed.

Proteins can be seen as existing within an

organized spacewhere eachprotein isneighbored

by every other protein that is one mutational

event away (58). The structure of evolution

appears as a network within this space, con-

necting all proteins by the paths that evolution

can take between them. The paths that evolu-

tion can follow are the ones by which each

protein transforms into the next without the

collective loss of function of the system of which

it is a part.

It is in this space that a languagemodel sees

proteins. It sees the data of proteins as filling

this space, densely in some regions and sparse-

ly in others, revealing the parts that are acces-

sible to evolution. Because the next token is

generated by evolution, it follows that to solve

the training task of predicting the next token, a

languagemodelmust predict how evolution can

move through the space of possible proteins.

Simulations are computational representa-

tions of reality. In that sense, a language model

that can predict possible outcomes of evolution

can be said to be a simulator of it. ESM3 is an

emergent simulator that has learned from

solving a token prediction task on data gen-

erated by evolution. It has been theorized that

neural networks discover the underlying struc-

ture of the data that they are trained to predict

(59, 60). In this way, solving the token pre-

diction task would require the model to learn

the deep structure that determines which steps

evolution can take, i.e., the fundamental biol-

ogy of proteins.

In ESM3’s generation of a fluorescent pro-

tein, it is the first chain of thought to B8 that is

the most intriguing. At 96 mutations to B8’s

closest neighbor, there are
229

96

� �

� 1996 pos-

sible proteins, of which only a vanishingly

small fraction can have function because fluo-

rescence falls off sharply even after just a few

random mutations. The existence of C10 and

other bright designs in the neighborhood of

B8 confirms that in the first chain of thought

to B8, ESM3 found a part of the space of pro-

teins that, although unexplored by nature, is

dense with fluorescent proteins.
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ICE SHEETS

Hidden cascades of seismic ice stream deformation

Andreas Fichtner1*, Coen Hofstede2, Brian L. N. Kennett3, Anders Svensson4, Julien Westhoff4,

Fabian Walter5,6, Jean-Paul Ampuero7, Eliza Cook4, Dimitri Zigone8, Daniela Jansen2, Olaf Eisen2,8,9

Ice streams are major regulators of sea level change. However, standard viscous flow simulations

of their evolution have limited predictive power owing to incomplete understanding of involved

processes. On the Greenland ice sheet, borehole fiber-optic observations revealed a brittle deformation

mode that is incompatible with viscous flow, over length scales similar to the resolution of modern ice

sheet models: englacial ice quake cascades that are unobservable at the surface. Nucleating near

volcanism-related impurities that promote grain boundary cracking, the ice quake cascades appear as a

macroscopic form of crystal-scale wild plasticity. A conservative estimate indicates that seismic

cascades are likely to produce strain rates that are comparable in amplitude with those measured

geodetically, providing a plausible missing link between current ice sheet models and observations.

I
ce streams strongly affect the total mass bal-

ance of the Antarctic and Greenlandic ice

sheets (1–3).Theneed topredict theirbehavior

in a changing climate and the concomitant

consequences for human society motivates

the development of ice sheet simulations (4).

The predictive power of such simulations—for

example, in terms of projected sea level rise

or ice sheet retreat rates—is limited by various

aspects of existing numerical models, includ-

ing numerical discretization and rheology as

well as material, hydraulic, and stress-strain

conditions at the base (3, 5, 6). To date, how-

ever, knowledge of model boundary conditions

and rheology is largely limited by the difficulty

to perform in situ measurements of glacial

properties and processes. We used distributed

acoustic sensing (DAS) (7, 8) to detect a mode

of ice deformation that cannot be reconciled

with the commonly used nonlinear viscous

rheology of Glen’s flow law (9): cascading en-

glacial thrust faulting, observed near the bore-

hole of the East Greenland Ice Core Project

(EastGRIP) on the Northeast Greenland Ice

Stream (NEGIS) (Fig. 1, A and B). Accounting

for ~12% of its total mass discharge (1, 10),

NEGIS is the largest ice streamof theGreenland

Ice Sheet and amajor contributor to current sea

level rise (2), which underlines the importance

of understanding its rheology and deformation

mechanisms. In this context, ice core crystallog-

raphy at EastGRIP has been studied extensively

by use of both in situ observations (11) and re-

mote geophysical methods (12)—for example,

to link variations in crystal orientation to large-

scale viscous flow patterns (13). Optical line

scanning has produced images of structures

very similar to geological fault-bend folds on

thrust ramps, which is a type of thrust struc-

ture (Fig. 1C) (14) that has not been observed

in ice cores before (15). Although they evidence

that shortening was accommodated by brittle

deformation structures in the past, their cur-

rent activity and contribution to ice deforma-

tion remain elusive.

We lowered a loose-tube fiber-optic cable,

containing four single-mode fibers, 1500 m

into the EastGRIP borehole, which had reached

a depth of 2420 m at that time (Fig. 1B). For

14 hours, on 10 August 2022, we measured lon-

gitudinal strain rate along the cable using a

Silixa iDAS v2 interrogator with 10 m gauge

length. Thanks to an average borehole inclina-

tion of ~3°, the cable was frictionally coupled

to the borehole wall, providing high-quality

recordings of seismic body waves that origi-

nated from active-shot experiments (16). In ad-

dition to these, the DAS cable recorded a large

variety of natural englacial seismicity, including

small individual events as well as event cas-

cades that lasted for several seconds.

Phenomenology

The borehole DAS recordings from 10 August

2022 contain five clear seismic event sequen-

ces, possibly representing the dynamic process

behind the brittle deformation patterns ob-

served in the EastGRIP ice core. A visual sum-

mary of the sequences is shown in Figs. 2 and

3. This is complemented by a more compre-

hensive data survey in figs. S1 to S4. To tie bore-

hole depth to age, we used the EastGRIP ice

chronology of (17). Such conversions are indi-

cated in thousand years before 2000 (ka b2k),

which uses the year 2000 CE as origin.

The sequences, with one to more than 100

subevents, have several characteristic proper-

ties. Most clearly, all subevents have a radia-

tion pattern that is antisymmetric in the vertical

direction, regardless of their amplitude and
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location. The subevents generally start with

positive strain rates (extension in fiber direc-

tion) radiating up and negative strain rates

(shortening in fiber direction) radiating down.

The character of many of the subevents re-

sembles plane waves, with apparent wave

speeds ranging from 2000 to 3000m/s, which

is faster than the S wave speed (~1800 m/s) but

slower than thePwave speed (~3800m/s) in the

ice aroundEastGRIP (16). Thus, they are oblique

Swaves. Within layers of 10 to 20m thickness,

we observed shortening that lasts up to tens of

seconds (for example, Fig. 2A, iii) andmay be

interpreted as creep. These deforming layers

seem to temporarily impede the upward prop-

agation of the wave field and in some cases

lead to strong downward reflections, with a

reflection coefficient of around 0.5 (for exam-

ple, Fig. 2, A, ii, and B, v).

Despite their complexity, the initial high-

amplitude parts of sequences 2 and 5 are nota-

bly similar (Fig. 3C). They are composed of an

upward-migrating cascade of subevents that

originate at identical depths in both sequences.

Although each subevent of a cascade radiates

a wave field downward, the upward radiation

stops after a few tens of meters at a layer

where creep occurs for 10 to 50 ms, before the

next subevent initiates.

None of the sequences observed in the

EastGRIP borehole was detected by the geo-

phone array at the surface, with the closest

geophone installed at a distance of 160m from

the borehole (supplementary materials, sec-

tion S2). This lack of surface observability is

consistentwith theDASdata,whichdonot show

wave propagation extending beyond the thin

creeping layers, and explains the absence of

similar observations in the literature. Although

weak seismic reflectors have beenmappedbelow

EastGRIP (16), comparable strong reflections

off the creeping layers, such as in subevents 1.ii

and 2.v, are not present in active-shot data

recorded with DAS in the borehole (supple-

mentarymaterials, section 3.1) (16). This result

excludes known changes in fabric orientation

(12) as the cause for these reflections. The depths

of the creeping layers (Fig. 2, asterisk and plus

sign) coincidewith thedepthof two tephra (glass

component of volcanic ash) layers thatwere iden-

tified in the EastGRIP ice core: the Mt. Mazama

(Crater Lake,USA) tephradated at 7.6 kab2kand

the Saksunarvatn (Grimsvötn, Iceland) tephra

dated at 10.2 ka b2k. (supplementarymaterials,

section S3.2) In a similar context, we observed

that many of the subevents in sequences 2 and

5 (Fig. 3C) initiated near depths where sulfate

(SO4) spikes, caused by volcanic eruptions, have

been inferred from a projection of GRIP2 SO4

measurements onto the EastGRIP depth scale

(supplementary materials, section S3.3). Nu-

merous subevents—especially in sequences 1, 3,

and 4—initiated at 1360 m depth, which is close

to the abrupt transition around 14.7 ka b2k

from the cold climate of the Oldest Dryas/GS-2

stadial to themilder Bølling-Allerød/GI-1 climatic

period. Located at 1375m depth, this transition

is particularly sharp at EastGRIP andmanifests

itself by increasing ice crystal sizes (18) in response

to decreasing impurity content (for example,

dustparticles) bya factorof 10 to 100 (19). Theend

of the Bølling-Allerød/GI-1 at 12.9 ka b2k or

1284 m depth is close to the creeping layer in

Fig. 2A, iii, and the occurrence of downward re-

flections in Fig. 2A, ii. It was preceded by a

~110-year cluster of elevated global volcanic ac-

tivity that manifested itself in a dense series of

SO4 spikes inGreenland ice cores (20, 21). Abrupt

changes in crystallographic fabric orientation

are not detectable at any of these depths, neither

in ice-core observations nor radar-based infer-

ences (12). We therefore excluded changes in

fabric as a dominating contributor to the ob-

served nucleation locations.

Source mechanisms and wave field simulations

We can also exclude that the events were cable

waves, which are nearly monochromatic oscil-

lations or traveling waves reflecting off the cable

end (22, 23), which we did not observe. Further-

more, sequences 2 and 5 seem to have initiated

below 1500 m depth, and sequence 1 seems to

have propagated beyond 1500mdepthwithout

evidence for upward reflections off the cable

end. Correlations of initiation depths with SO4

content and tephra layers, as well as variable

apparent wave speeds, make it even less likely

that our observations are cable waves.

Using the approach detailed in the supple-

mentarymaterials, section S4, we derived gen-

eral source characteristics of the event sequences

that explain key features listed above. The ob-

served antisymmetric radiation pattern in the

vertical direction constrains the range of pos-

sible fault orientations. In a cylindrical coor-

dinate system—where r denotes distance to

borehole axis, z is the depth, and ϕ is the

azimuth—the diagonal moment tensor compo-

nents Mrr, Mϕϕ, and Mzz produce symmetric

radiation patterns and therefore can be ex-

cluded (supplementary materials, section S4.1).

Wave fields excited by moment tensor compo-

nentsMrϕ andMzϕ cannot be observedwith our

experimental geometry. This implies that the

sources must have a nonzero Mrz component,

corresponding to either radially directed slip

on a horizontal fault or vertically directed slip

° °

°

°

°

°

A  C  

~

B  

Fig. 1. Experimental setting. (A) The Northeast Greenland Ice Stream (NEGIS) and its outlet glaciers shown in the form of surface flow velocities (41). (B) Schematic,

not-to-scale illustration of the experimental setup. The DAS cable (blue line) reached a maximum depth of 1500 m inside the 2420-m-deep borehole within the 2660-m-deep

ice (58). A Silixa iDAS v2 interrogator was used to perform measurements at a 1 kHz sampling rate and with 1-m channel spacing. (C) Optical line scan image of a

structure similar to geological thrust faults yet only partly visible because of the narrow diameter of the ice core. The sample is from 1690.65 m depth. Colored lines indicate

the ramp (blue), general layering of the section (red), and changed layer tilt inside the structure (orange). [Figure was modified from (15).]
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on a vertical fault. Furthermore, the source lo-

cation must be at some distance from the cable

because anMrz component source directly at

the cable would not be observable. The data

require the absence of an isotropic (explosive or

implosive) component but are unable to con-

strain the precise orientation of the slip plane.

Because brittle slip is likely to occur along pre-

existing horizontal layers within the ice sheet,

we continued to model the seismic sources as

slip on a horizontal plane.

The vertically cascading sequences 2 and 5

hint at a generationmechanism of plane waves

with variable apparent wave speeds, as recorded

with the DAS system. As explained quantita-

tively in the supplementary materials, section

S4.2.1, and illustrated schematically in Fig. 4A,

a linear array of approximately vertically aligned

horizontal fault planes that are triggered suc-

cessively produces plane waves with an ap-

parent wave speed controlled by the triggering

speed and the inclination angle. Apparentwave

speeds above the S wave speed can result from

tilting the array toward the DAS cable and/or

from P wave triggering, which has been pre-

viously observed for earthquakes (24). Succes-

sive excitation of ruptures on horizontal fault

planes already allows us to explain less com-

plex parts of the recordings, such as subevent

1.i and sequence 3 (Fig. 4, B and C). In these

and all subsequent simulations, sources at dis-

tances between 10 and 50m from the borehole

produce synthetic strain rate data that are

compatible with the observations.

Large subevents in sequences 1, 2, and 5

caused creep that lasted up to several tens of

seconds within thin layers, which produced

strong reflections that are not present in the

active surface shot data (16). The presence of

such reflections may be explained by tempo-

rary fracturing or unwelding of an internal

interface (Fig. 5A). In contrast to welded in-

terfaces (25), nonwelded interfaces generate

reflections and impede transmission in the ab-

sence of amaterial impedance contrast (26, 27).

In the idealized case of a planar interface (sup-

plementary materials, section S4.3), reflection

and transmission coefficients can be derived

A

B

Fig. 2. DAS recordings of seismic events. (A and B) Sequences (A) 1 and

(B) 2 are shown. The asterisk indicates the depth of the Saksunarvatn tephra

(Grimsvötn) dated at 10.2 ka b2k, and the plus sign indicates the depth of the

Mt. Mazama tephra (Crater Lake) dated at 7.6 ka b2k. (supplementary materials,

section S3.1) Here and in Figs. 3 to 5, positive strain rates correspond to

extension along the cable, and negative strain rates correspond to shortening.

Values for the color scale ranges are provided in the insets. For notational

consistency, selected close-ups are labeled in the same way in figs. S1 and S2.

(For example, close-ups and subevents ii to iv for sequence 2 that are not

shown here are shown in fig. S2.) Abbreviations in the geologic time scales to the

right are YD, Younger Dryas/GS-1 stadial; BA, Bølling-Allerød/GI-1 interstadial;

and OD, Oldest Dryas/GS-2 stadial (59).
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analytically. The results indicate that a specific

compliance of the interfaces on the order

of 10
−9

to 10
−8

m/Pa can explain observed

reflections off the strain accumulation layers

and the resulting absence of surface observations

of the event sequences. Less idealized distribu-

tions of nonwelded interfaces effectively be-

have as anisotropic layers, with reflection and

transmission controlled by geometric proper-

ties of the fractures, including their orienta-

tion and density (28, 29). A reflector at 1290 m

depth allowed us to simulate the more com-

plex event sequence 1.ii, consisting of at least

five distinguishable subevents, some of which

produce clearly visible reflections (Fig. 5B). Sim-

ilarly, two subevents from sequence 2.ii are

shown in Fig. 5C, simulated with reflectors at

1050and1025mdepth.Millimeter- to centimeter-

scale fractures in ice have healing times on the

order of tens to hundreds of seconds (30),

which is consistent with our observation that

active-shots data obtained several minutes

after the natural events do not feature similar

strong reflections.

Moment magnitudes (Mw) estimated from

DAS recordings of vertical strain ezz range

fromMw = −2.3 for the foreshock 1.i toMw =

−0.24 for the following main shock sequence

1.ii. They constrain the shear strain exz accu-

mulated by a seismic cascade. Only ~10% of

actual strain were transferred into the fiber

(supplementary materials, section S5), mean-

ing that estimated magnitudes are too low

by ~0.67. Magnitude uncertainties are around

±0.5, primarily originating from uncertainties

in the distance of the events from the cable

and the inability to constrainMrϕ andMzϕ. The

characteristic rupture size L can be deduced

from Mw. Assuming that the stress drop Ds is

10% of typical ice stream–driving stresses of

100 kPa (31), the circular-faultmodelL = (7M0/

16Ds)
1/3

(32) yields rupture sizes on the order

of 1 to 10 m for our M0 estimates between

~3 × 10
5
and ~2 × 10

8
Nm. The application of

Hooke’s law, Ds = mD/L, with shear modulus

m ≈ 2.8 × 10
9
Pa gives rupture displacementsD

on the order of tens to hundreds ofmicrometers.

Applied to an individual event of sequence 2.i

(Fig. 5C), and taking the uncertainty in the mo-

ment estimate into account, this analysis yields

D between 5 × 10
−5

and 2 × 10
−4

m per sub-

event. With N ≈ 50 subevents spread over a

depth range of Z ≈ 600 m, a cascade such as

2.i accumulates an average shear strain exz =

ND/Z on the order of 3 × 10
−6

to 2 × 10
−5
m/m.

A critical component of these estimates is the

stress drop, which has a typical uncertainty

A B

C

Fig. 3. DAS recordings of seismic events. (A) Sequence 3. (B) The isolated

event 4. (C) Part of event sequence 5, which is nearly identical to sequence 2.

For comparison of sequences 2 and 5, close-up views of both are shown next

to each other. The initiation depths of subevents closely correspond to (left)

SO4 peaks. SO4 was not measured on the EastGRIP core but was projected

onto the EastGRIP depth scale from the GRIP2 dataset (supplementary

materials, section S3.2). Abbreviations in the geologic time scales are the

same as in Fig. 2.
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of a factor of 10 for well-observed earthquakes

(33). Adopting this uncertainty estimate for

our case expands the range of exz to 1 × 10
−6

to 8 × 10
−5

m/m.

Implications for ice stream dynamics

Relevance for ice stream deformation

Cascading englacial ice quakes cannot result

from the presence of the borehole (supple-

mentary materials, section S6). However, the

characteristics of the events are not typical for

glacial microseismicity, which is mostly asso-

ciated with shear and tensile faulting near the

surface and at the bed (34). Reported englacial

icequakes beneath the surface crevasse zone

have tensile source mechanisms (35), in con-

trast to the events observed in thiswork. Tremor-

like shear rupturing was located at the ice bed

(36). Hence, cascading brittle failure within

the ice may be particular to ice streams, where

a vertical girdle crystallographic fabric forms

to accommodate longitudinal extension (37, 38).

The resulting anisotropy causes substantial

hardening in the along-flowdirection (13), which

may result in brittle failure when stresses are

sufficiently high.

The most conservative estimate of strain in-

duced by the large cascade 2.i, exz = 10
−6

m/m,

implies that around 100 of these event cas-

cades may locally produce deformation that is

comparable in amplitude with the 10
−4

m/m

horizontal strain per year inferred from GPS

measurements aroundEastGRIP (39). Although

the relevance of englacial seismicity for large-

scale ice stream deformation depends on its

spatiotemporal distribution, our observing two

large cascades within only 14 hours suggests

that the phenomenon occurs rather frequently.

A similar long-term extrapolation can be

made for the creeping deformation within thin

layers. The largest-amplitude sequence 1.ii,

for example, had average strain rates of ~5 ×

10
−7
m/m/s that lasted for ~0.1 s. Taking into

account that only ~10% of the actual strain

was transmitted into the fiber (supplementary

materials, section S5), we found that around

100 such events yielded vertical strain rates that

are also on the order of 10
−4

year
−1
. However,

without knowing the exact deformation style,

an estimation of the corresponding horizontal

strain is not possible.

At this stage, we may only speculate about

the spatial distribution of seismic cascades.

Radar sounding (40) and surface velocity ob-

servations (41) show that the internal ice struc-

ture and kinematics hardly vary over tens of

kilometers around EastGRIP. The observed

englacial seismicity is therefore unlikely to be

a local peculiarity caused by local flow anom-

alies but instead is likely typical for the regional

ice flow pattern. It seems plausible that seis-

mic cascades are a common phenomenon in

ice streams, but follow-up investigations are

necessary for it to be confidently included in

or excluded from ice sheet simulations.

Bridging scales: From laboratory experiments to

ice stream dynamics

Englacial seismic cascades near EastGRIP sug-

gest that various properties and phenomena

observed in laboratory experiments extrapolate

to larger scales. Laboratory tests on mono- and

polycrystalline ice show a distinct SO4-induced

reduction in viscosity resulting from increased

dislocation density (42) and enhanced micro-

cracking along grain boundaries (43). Near

EastGRIP, these weaknesses promote creep

over tens of microseconds, the nucleation of

seismic events, and their vertical cascading over

more than 600 m. Seismic cascades do not re-

quire the presence of pronounced tephra layers,

which have not been observed near the large

majority of SO4 peaks. However, when tephra

with grain sizes in the tens of micrometers

range, compared with the micrometer scale of

background dust (44), is present it promotes

creep over tens of seconds in thin layers and

A B C

Fig. 4. Comparison of observed and simulated DAS data. (A) Cartoon

illustration of a vertically oriented array of slip planes. Although their orientation cannot

be inferred from the DAS data, they are drawn horizontally for simplicity. The red circle

indicates the initiation point, from which subsequent ruptures were triggered in

upward and downward directions. The superposition of circular wave fronts from

the individual ruptures approximately produces a plane wave. (B and C) (Top)

Observed and (Bottom) simulated DAS recordings of event 1.i and event sequence 3.

For a more realistic comparison, we added bandpass-filtered Gaussian noise to the

simulations. The black bar in the simulation panels indicates the depth extent of

the vertically oriented horizontal slip array, and the black dashed lines indicate the

initiation depth. The exact moment density distributions used in the simulations

are shown in figs. S14 and S16. For both event 1.i and sequence 3, the source array falls

into the Bølling-Allerød/GI-1 depth range, which is characterized by climatically

warmer and more viscous ice. Geologic time scale abbreviations are as in Fig. 2.
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temporary unwelding that impedes the upward

propagation of seismic waves. The underlying

crystal-scale process may be impurity-induced

grain-size reduction that causes the deforma-

tion mechanism to switch to grain-boundary

sliding,which isknownto enhance creep (45,46).

However, direct observations of cracks and

deformation-related structures are challeng-

ing. Centimeter-scale fractures heal over time

scales of minutes (30), and ice core samples

are too small and too remote from the in-

ferred location of the seismic cascades to pro-

vide constraints.

Experiments on single ice crystals have re-

vealed dislocation avalanches that manifest

themselves as long-term plasticity (47). These

avalanches can trigger deformation cascades

across grains that are hypothesized to be lim-

ited only by the laboratory system size (48).

Our observations suggest that these micro-

scopic cascades extend to ruptures at the tens

of centimeter to meter scale, which then trig-

ger macroscopic seismic cascades across hun-

dreds of meters. When averaged over large

enough distances, this deformation style may

still produce a smooth stress-strain curve, de-

fining a representative volume element (RVE)

for effective viscous deformation. Hence, our

observation of seismic cascades propagating

over at least 600 m implies that the RVE of

ice stream ice is not at the centimeter scale

but the kilometer scale.

A plausible missing link: Implications for ice

sheet modeling and future research

Our results imply that Glen’s flow law for poly-

crystalline ice (49) is not applicable to ice

stream modeling at spatial scales close to or

smaller than the kilometer-size RVE. This flow

law describes secondary creep over time scales

longer than the Maxwell time, which itself is

orders of magnitude longer than the seismo-

genic failure of the large-amplitude sequence

1.ii (34).Moreover,Glen’s flow law is rate strength-

ening, whereas a rate-weakening rheology is

necessary to produce dynamic instability dur-

ing seismogenic deformation (50).

The magnitude of observed englacial seis-

micity suggests it as a plausible missing link

between observed surface velocities in the up-

stream part of NEGIS and the results of current

ice sheet models, which still fail to adequately

reproduce the geometry and extent of NEGIS

with the commonly used flow-law exponent of

n = 3 (51, 52).

At scales exceeding the RVE, the observed

seismic deformationmay be a process that con-

tributes to the macroscopic effect of a larger

exponent of around n = 4, which was recently

proposed for fast-flowing regions of theGreen-

land and Antarctic ice sheets (53–55). How-

ever, to accurately model narrow ice streams,

numerical resolutions as low as a few hundred

meters are needed (56, 57), moving the grid

spacing below the size of the RVE. Conse-

quently, the impact of cascading seismicity

on ice stream deformation should be consi-

dered to ensure reliable predictions of ice mass

loss and sea level rise. This will require ad-

ditional and longer borehole DAS experiments

to better constrain the spatiotemporal distrib-

ution of the phenomenon; investigations on

underlying crystal-scale processes; andmod-

eling studies that constrain the interplay

between englacial seismicity, rheology, and

large-scale flow patterns.
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METALLURGY

Magnetic modulation of keyhole instability during
laser welding and additive manufacturing
Xianqiang Fan1,2*, Tristan G. Fleming3, Samuel J. Clark4, Kamel Fezzaa4, Anna C. M. Getley1,2,

Sebastian Marussi1,2, Hongze Wang5,6, Chu Lun Alex Leung1,2*, Andrew Kao7*, Peter D. Lee1,2*

Keyhole instability during laser welding and laser powder bed fusion (LPBF) can cause keyhole

collapse and pore formation. Using high-speed x-ray imaging, we demonstrate that the flow

vortex–induced protrusion on the rear keyhole wall is crucial in initiating keyhole instability. Applying

a transverse magnetic field suppresses the keyhole instability by driving a secondary thermoelectric

magnetohydrodynamics (TEMHD) flow that alters the net flow vortex. This minimizes protrusions

and large-amplitude keyhole oscillations. The suppression effectiveness depends on the laser scanning

direction relative to the magnetic field orientation because this controls the Seebeck effect–induced

Lorentz force’s direction. We show that at LPBF length scales, electromagnetic damping is weak,

and for alloys with a large Seebeck coefficient, TEMHD becomes the dominant mechanism controlling

flow behind the keyhole.

A
dditive manufacturing (AM) (1–3) enables

efficient and on-demand production of

parts with complex geometries and fine

details. Laser powder bed fusion (LPBF)

is one of the most popular metal AM

techniques, involving repeatedly melting layers

of powder into hatched tracks to build complex

three-dimensional (3D) objects (4). The physics

involved in this process is complex, involving

melting, vaporization, rapid solidification, mul-

tiple reflections of laser rays, fluid flow, and

phase transformations (5). The intense laser

heating of metal causes local surface boiling,

which generates a metal vapor jet (6, 7). The

recoil pressure pushes the liquid downward to

form a vapor depression zone; if the depres-

sion zone is narrow and deep, it is referred to

as a keyhole. Pore formation resulting from

keyhole collapse is strongly correlated with

keyhole oscillation—e.g., a periodic keyhole os-

cillation with a frequency of ~43 kHz often pre-

cedes a subsequent chaotic and pore-generating

turbulence (8). The stochastic formation of large

keyhole pores can degrade part qualification

and serve as a stress concentrator, potentially

acting as fatigue initiation sites during com-

ponent service.

Optimizing process parameters to minimize

keyhole pores canonly be achievedby using low-

area laser energy densities (9), resulting in a

narrowand slow–build speed processwindow.

The addition of nanoparticles stabilizes key-

holes (10), but it adds substantial cost and

introduces the risk of altering chemical com-

position, thereby deviating from the desired

material grade. Application of a noncontact

external magnetic field mitigates these limita-

tions and promises the potential of modulating
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keyhole dynamics through electromagnetic

forces (11, 12). Specifically, the Seebeck effect—

oneof the thermoelectric (TE) effects—has drawn

increasing attention across various fields, includ-

ing lithium transport in nuclear fusion (13, 14),

immiscible liquid phase separation (15, 16),

and flow disruption during solidification in

both conventional casting (17, 18) and directed

energy deposition (DED) (19). The presence

of a high thermal gradient during LPBF is

expected to result in substantial thermoelec-

tric currents (TECs) in the melt pool (20). An

applied external magnetic field can interact

with the TECs, inducing a Lorentz force that

may enable precision control over keyhole

dynamics.

Gaining a better understanding of potential

magnetic field control mechanisms related to

the Seebeck effect remains challenging. This is

primarily because of the lack of direct obser-

vation of keyhole dynamics andmelt pool flow

during laser melting under the influence of a

magnetic field. Previous in situ studies (21, 22)

have used a laser-based illumination source to

light up the keyhole with the imaging speed

constrained to a few thousand hertz. In these

studies, high-energy lasers were applied to gen-

erate a weld pool several hundred times as large

as that of a LPBF melt pool.

Magnetic field–enabled mitigation of

keyhole porosity

We captured keyhole collapse during laser

melting of an AlSi10Mg alloy using high-speed

synchrotron x-ray imaging at beamline 32ID

of the Advanced Photon Source (APS). The

bare substrates (measuring 50mmby 10mmby

0.8 to 1.1 mm) used in this work are AlSi10Mg

(see materials and methods). Figure 1 shows

the x-ray imaging system setup for the mag-

netic field (Fig. 1A and fig. S1) along with

example radiographs acquired (Fig. 1B) with

high spatial (2 mm) and temporal (140 kHz) res-

olutions. When performing zero–magnetic

field experiments, the two ring magnets were

removed (materials and methods). When the

laser scanning direction is from right to left,

it is termed as RL and RL-B with a magnetic

field applied; for scans from left to right, it is

LR and LR-B. The results show a substantial

reduction in the total keyhole pore area—by

81%—when a transverse magnetic field of

~0.5 T is applied in the RL-B scan (Fig. 1C

and fig. S2).

Figure 2 shows a comparison of keyhole dy-

namics and collapse with and without a mag-

netic field. During the keyhole collapse process,

there are five sequential events and correspond-

ing keyhole morphological changes (Fig. 2, A1

to A5). Keyhole porosity is attributed to keyhole

collapse caused by keyhole instability (23–25).

Simulations (26) have shown that the rear key-

hole wall is, on average, lower temperature than

the front, hence it has a lower recoil pressure. The

weaker recoil pressure makes it more vulnerable

to fluctuations and collapse. Therefore, the melt

flow behind the rear keyhole wall has a huge

impact on keyhole instability (26, 27).

The keyhole collapse process is initiated by

the formation of a small protrusion or bulge

on the keyhole rear wall (Fig. 2A1), which

reflects the incoming laser beam, heating the

keyhole wall unevenly. As a result, the keyhole

morphology transforms into an irregular shape

(Fig. 2A2). We hypothesize that the accumu-

lation of recoil pressure in the upper part

eventually causes the pressure to breach the

narrow section in the middle and extends all

the way down to the bottom, triggering a key-

hole expansion. This sudden release of recoil

pressure in the upper area results in a rapid

change in the shape of the upper keyhole sec-

tion, forming a thin channel, while the keyhole

continues to expand in volume at the bottom

(Fig. 2A3). After the keyhole expansion process,

a rapid keyhole shrinkage occurs in the bottom

section, resulting in the formation of a J-shaped

keyhole (Fig. 2A4) that leads to keyhole collapse

(Fig. 2A5) owing to the combined effect of

melt flow toward the rear keyhole wall (28)

and the Plateau-Rayleigh instability (supple-

mentary text, section 1), which is driven by

surface tension (27).

Fig. 1. X-ray imaging system with

two ring magnets to provide a

static magnetic field at the laser

melting site. (A) A stationary laser

beam is implemented to create a

stationary melt pool on the sub-

strate’s top surface while it is

moving. The x-rays pass through

the substrate via the ring magnets

and are transformed into visible

light using a scintillator, which is

then captured by the high-speed

camera. (B) Captured radiograph

and the time-averaged radiograph, which allows us to observe the keyhole and melt pool boundary. (C) Comparison of total keyhole pore areas between RL

and RL-B scans.

Fig. 2. Comparison of the keyhole morphologies with and without magnetic field. (A1 to A5) Keyhole

collapse and keyhole pore formation without magnetic field. (B1 to B5) Typical keyhole morphological

evolution in the presence of a magnetic field (movie S1). Laser power, 225 W; scanning speed, 0.5 m s−1; and

laser spot size, 47 mm.
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The application of a magnetic field (0.5 ±

0.1 T) perpendicular to the scan directionmini-

mizes keyhole porosity for the RL-B scan, reduc-

ing the keyhole pore area by 81%. Throughout

the process, the keyholemorphologymaintains

an I-shaped appearance (Fig. 2, B1 to B5, and

movie S1), which shows that themagnetic field

hasmade the keyholemore stable. The keyhole

behavior and keyhole porosity are independent

of the laser scanning directionwith zeromagnetic

field, as shown by the consistent total keyhole

pore areas over time. However, this symmetry

of the keyhole dynamics with respect to the

scanning direction is broken when amagnetic

field is applied.

The mechanism of magnetic field–modulated

keyhole instability

Figure 3 shows the mechanistic changes to

melt flow alongwith observations that themag-

netic field introduces. For the case where amag-

netic field is absent, the schematic of the melt

pool flow pattern (Fig. 3A) has two flow cells

behind the keyhole in the xz plane [also re-

ported in (29, 30)] and shows the keyhole col-

lapse process (Fig. 3, B1 to B4). The protrusions

on the keyhole rear wall, enhanced by the out-

ward Marangoni flow (27, 31, 32) in the mid-

dle of the upper melt pool (Fig. 3B1), intensify

the keyhole fluctuations by redirecting the

laser rays. The region underneath the protru-

sion receives less energy, whereas an inten-

sified laser heating effect occurs in the upper

part (caused by reflected laser light from the

bottom). This leads to a local recoil pressure

drop in the middle of the keyhole while pres-

sure increases in the upper part. With reduced

recoil pressure in the middle section, the sur-

rounding liquid starts filling in the middle

part of the keyhole, causing necking (Fig. 3B2).

Simultaneously, the laser beam undergoes

multiple reflections at the bottom of the key-

hole, vaporizing the metal. This leads to a

rapid expansion of the keyhole root, directed

toward the rear of the melt pool, which agrees

with previous observations (24). Subsequently,

the liquid-gas interface of the keyhole contracts

at a speed of 5 to 6 m s
−1
(Fig. 3B3), driven by

surface tension.

When a magnetic field is applied, the inter-

action betweenTECs (fig. S3 and supplementary

text, section 2) and the magnetic field gives

rise to aTE force, J� B ¼ �JzByx̂ þ JxBy ẑð Þ,
where J is the thermoelectric current density

and B is the magnetic field. Scanning in the�x̂

direction with aþŷ-directedmagnetic field (RL-

B case) gives rise to a TE force in the �x̂ (back-

ward) andþẑ (upward) directions, resulting in

a substantial alteration of the flow affecting

keyhole dynamics (Fig. 3C). The TE force is

directed toward the rear of the melt pool, in-

ducing two new flow cells in the xy plane

(Fig. 3C, pink circles). As described above, in

the zero–magnetic field case, the Marangoni

flow destabilizes the keyhole by impinging

in the middle to upper region of the keyhole

rear (stagnation between the two recirculat-

ing flows; Fig. 3A) coupled with the hot fluid

reducing surface tension. We hypothesize that

for the RL-B case (Fig. 3, C to E), the thermo-

electric magnetohydrodynamics (TEMHD)

flows created by the TE force counteracts the

Marangoni recirculation flow in the bulk, re-

versing the driving force for protrusion for-

mation and stabilizing the keyhole (Fig. 3C).

This is supported by the motion of tracer par-

ticles added to the substrate that flow upward

and away from the rear of the keyhole (Fig. 3E

and movie S2) rather than toward the keyhole

(Fig. 3A). TEMHD flows also bring cooler melt

from the bottom, which further stabilizes the

keyhole through increased surface tension, re-

quiring greater free energy to create the extra

surface area in a protrusion. These hypotheses

are further supported by the change in the

melt pool depth. Convective transport of heat

causes the melt pool depth to reduce in the

upward-flowRL-B case (Fig. 3E andmovie S2),

whereas in the LR-B case, the flow is down-

ward, increasing depth (Fig. 3F andmovie S3).

Reversing the scanning direction has the same

effect as flipping the magnetic field—i.e., the TE

force is reversed. Scanning in the LR direction or

�x̂ , the Lorentz force is then aligned with the

scanning �x̂ (forward) and þẑ (downward)

directions. The melt pool dynamics, including

melt pool flow and keyhole behavior, show

distinct characteristics when operating in the

reversed scanning direction (LR-B) (Fig. 3, E and

F). The x̂ direction Lorentz force is orientated

toward the rear keyhole wall, producing two

flow cells in the xy plane (Fig. 3G, pink circles)

with the opposite circulation to the RL-B case

(Fig. 3C); these reversed cells assist the forma-

tion of protrusions on the keyhole rear wall. Sim-

ilarly, the vertical cells are reversed (Fig. 3G, green

circles). Both these cells bring the hot melt from

the top surfacedownalong thekeyhole, reducing

surface tension and making the keyhole less

stable andmore prone to form a J shape (Fig. 3F),

which is susceptible to collapse andkeyhole pore

formation. Our observations and theoretical un-

derstanding (supplementary text, section 3) are

consistent with the results from numerical sim-

ulations of AM processes (33–36) and welding

(37) that consider the TEMHD.

We tracked 10 tracer particles along the

scanning direction (fig. S5) to confirm themelt

flow direction. Although the flow is 3D, the TE

force is introduced in the xz plane; therefore,

the flow information obtained from the xz

projection (i.e., radiographs) represents the com-

ponent of the flow driven by the TE force. Key-

hole wall perturbations could potentially be

Fig. 3. Melt pool flow with and without magnetic field. (A) Schematic of melt pool flow pattern in the

absence of a magnetic field (laser beam traversing RL). (B1 to B4) The associated keyhole collapse process.

(C) Melt pool flow in the presence of a magnetic field (RL-B). (D1 to D3) Schematic of the backward and

upward flows, driven by TE force, that maintain an I-shaped keyhole for (C), the RL-B case. (E and F) The W particle

trajectories in the RL-B and LR-B scans show the flow reversal caused by the TE force reversal when the scan

direction is reversed. (G) Melt flow pattern when reversing the scanning direction (LR-B case) (movies S2 and S3).
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caused by Kelvin-Helmholtz instability owing

to the presence of a fluid velocity gradient across

the keyhole wall. However, on the basis of our

observations, we believe that protrusion plays a

more important role than the Kelvin-Helmholtz

instability in keyhole instability (supplementary

text, section 4).

Quantification of keyhole oscillation

The frequency of keyhole fluctuations was

analyzed by creating a transient cross section

(tCS) image of the radiographs (see fig. S6 for

methodology)—i.e., cross sections were taken

at three positions along the keyhole depth

and are presented as waterfall plots with time

(x axis), distance (y axis), and intensity (z axis).

From the tCSs, keyhole fluctuation frequency

and amplitude information could be obtained

(Fig. 4; full-length reconstructed images are in

fig. S7).

Cross sections at three heights—⅓, ½, and⅔

of the average keyhole depth—are given in Fig.

4A. Figure 4B is the reconstructed tCS (detailed

in the data analysis section in the supplemen-

tary materials), where the bright vertical zone

represents the keyhole width. The upper edge

of this bright zone corresponds to the rear key-

hole wall, whereas the lower edge represents

the front keyhole wall. Therefore, each bright

peak in Fig. 4B indicates a keyhole oscillation

event at its maximum amplitude—i.e., the

largest distance between the front and back

walls. Using a similar method to Huang et al.

(24), we calculated the average peak-to-peak

frequency. Two prominent trends emerge from

our analysis of keyhole oscillation. First, near

the keyhole aperture (at the ⅓ position), the

keyhole has an oscillation frequency of 0.7 kHz

and lower amplitudes comparedwith the region

closer to the keyhole bottom (at the⅔ position),

where both the frequency (2.3 kHz) and ampli-

tude are notably higher (Fig. 4, C to E). Our

observations suggest that the oscillation near

the keyhole bottom contributesmost to overall

keyhole instability and hence porosity. Second,

it was observed that the rear wall of the keyhole

experiences more pronounced oscillation than

the frontwall (as indicated by a greater number

of peaks in the reconstructed image on the

rear wall side; Fig. 4B). This highlights that

the keyhole rear wall plays a large role in de-

termining the overall keyhole instability. This

observation contrasts with previous studies

(9, 38), which stressed the role of protrusions

on the keyhole front wall in leading to keyhole

collapse for Ti6Al4V. Because of the substan-

tial difference in material properties, such

as thermal conductivity (90 to 160 W m
−1
K
−1

for AlSi10Mg versus 16 to 32 W m
−1

K
−1

for

Ti6Al4V) and viscosity (0.001 Pa s for AlSi10Mg

versus 0.005 Pa s for Ti6Al4V) (34, 39), the

Al alloy might have a different keyhole col-

lapse mechanism. Therefore, we focused our

analysis on how rear wall oscillation near

the bottom (at the ⅔ position) affects keyhole

pore formation.

Under the condition of zero magnetic field

at ⅔ depth, the keyhole oscillation exhibits

amplitudes ranging from 0 to 90 mm (0 amp-

litude is defined as the average keyhole width

at that position). We classified the oscillation

into three intervals to categorize the extent of

the amplitude: mild (0 to 30 mm), moderate

(30 to 60 mm), and strong (60 to 90 mm). The

overall keyhole oscillation frequency is 6.1 kHz,

which is in agreement with measurements of

~2.5 to ~10 kHz from prior studies (24, 40, 41).

The oscillation frequency is much lower than

that in the Ti alloy of 16 kHz, which could be

attributed to the difference inmaterial proper-

ties between Al and Ti alloys (supplementary

text, section 5). It decreases with increasing

amplitude; specifically, the mild oscillations

occur at a rate of 3.7 kHz, the moderate oscil-

lations at 1.7 kHz, and the strong oscillations

at 0.7 kHz. A stable keyhole tends to oscillate

at a mild level.

The introduction of amagnetic field leads to

a substantial reduction in the overall keyhole

oscillation frequency (4.6 kHz compared with

6.1 kHz). At the moderate oscillation level, the

frequency reduces by almost 47% to 0.9 kHz,

and at the strong oscillation level, it drops by

71% to 0.2 kHz (Fig. 4G). However, the impact

of the magnetic field on the frequency of mild

oscillation isminimal (<6%).We also observed

a similar frequency reduction for a laser power

of 200 W and scan speed of 0.5 m s
−1
(fig. S8),

where the keyhole collapse rarely occurs. These

findings suggest that with the application of a

magnetic field, large oscillations are effectively

stabilized, whereas in the absence of the mag-

netic field, protrusions at the rear wall cause

frequent large amplitude (strong and mod-

erate) oscillations.

Melt pool dynamics with opposing

scanning directions

To better understand the dependence of key-

hole dynamics on the laser scanning direction

when amagnetic field is applied, we carried out

laser melting experiments on a high-silicon Al

alloy, AlSi7Mg.We conducted our paired expe-

riments on the same substrate to ensure iden-

tical experimental conditions, with the sole

variation being the scanning direction.

We found a large contrast in the keyhole

behavior and keyhole porosity formed between

the RL-B and LR-B scans (Fig. 5 andmovie S4).

The RL-B scan produced a relatively stable

I-shaped keyhole with minimal changes in

shape over time (Fig. 5, A1 to A4), and only

small keyhole pores were produced (Fig. 5C).

By contrast, the LR-B scan exhibited a cyclic

I-J keyhole transformation accompanied by

large-amplitude keyhole oscillations (Fig. 5,

B1 to B4), which resulted in the formation of

large pores (Fig. 5D). The RL-B scan had 83%

less porosity compared with the LR-B scan

(Fig. 5E), demonstrating the importance of the

Seebeck effect for high–silicon content alu-

minum alloys. The average equivalent pore

Fig. 4. Quantification of keyhole oscillation. (A) An image stack capturing keyhole dynamics; blue, green,

and yellow cross sections are located at the height of ⅓, ½, and ⅔ of average keyhole depth, respectively.

(B) The tCS created by time-slicing the image stack (A); each peak represents a cyclic keyhole oscillation event. (C to

E) The tCS at locations of ⅓, ½, and⅔ of the average keyhole depth, as depicted in (A). (F) The magnetic

counterpart of (E) shows a reconstructed image of the RL-B case. (G) Comparison of keyhole oscillation frequency

versus keyhole oscillation amplitude with and without magnetic field. The slanting lines in the reconstructed images

represent features from the moving substrate—e.g., once the keyhole pore is trapped in the solid, it becomes static to

the substrate and manifests as a bright slanting strip (moving in both time and along the cross section) in (E).
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diameter increased by 144% going from the RL-B

to LR-B scan (9 mm to 22 mm). Likewise, the

average keyhole width increased by 31% from

32 mm in the RL-B scan to 42 mm in the LR-B

scan owing to the enhanced keyhole oscillation

in the LR-B scan. Itwas observed that under LR-B

scan conditions, the applicationof amagnetic field

has the effect of stretching the keyhole—i.e., the

keyhole depth increases and strongly fluctuates.

A deeper keyhole increases the chance of the

keyhole tip contacting the melt pool bottom

and being trapped by the advancing solidi-

fication front (fig. S9). Additionally, we found

that inclination of the front keyhole wall does

not seem to changeunder the conditions ofRL-B

and LR-B scans. The observed phenomena, such

as changes in keyhole width and depth, can be

attributed to changes in flow.

Reversing the scanning direction also has an

impact on the melt pool depth. In the absence

of amagnetic field, we found that themelt pool

depth is consistent and independent of the

scanning direction (fig. S10). However, when a

magnetic field is applied, the melt pool depth

becomes contingent on the scanning direc-

tion, resulting in a noticeably deepermelt pool

during the LR-B scan (fig. S4). This observation

agrees with high-fidelity computational find-

ings (35), where melt pool depth was predicted

to strongly depend on the orientation of the

magnetic field relative to scan direction. That

is, bidirectional scanning in the presence of a

magnetic field led to the formation of an alter-

nating thin and thick layered structure.

The changes inkeyhole andmelt pool behavior

observedwith opposite scanning directions can

be explained by variations in melt pool flow

driven by the TE forces because the TE force

is the only force whose direction depends on

the scanning direction. In the RL-B scan, the

TE force is directedupwardand toward theback

of the pool (Fig. 5A1, black arrow), generating

flow vortices as depicted in Fig. 3C. Conversely,

in the LR-B scan, the TE force is directed down-

ward and toward the front of the pool (Fig. 5B1,

black arrow), reversing the flow vortices (Fig. 3G).

This reversal helps propel the hot melt flow

downward, deepening themelt pool. Reversing

the scan direction (LR-B scan), the TE force–

induced flow is directed toward the front of

the pool, enhancing protrusion formation and

resulting in a more fluctuating, deeper, and

wider keyhole, on average.

Discussion

Weestimate that the TE andMarangoni forces

are around 7 to 18%of surface tension and recoil

pressure (supplementary text, section 6). These

values are reasonable because if the TE or

Marangoni forces were on the scale of surface

tensionor recoil pressure, then thekeyholewould

bemassively deformed rather than just perturbed.

Surface tension also acts against recoil pressure,

and so the difference between them determines

the perturbation. Marangoni forces assist surface

tension, whereas the TE force will either assist

recoil pressure or surface tension depending on

the sign of the magnetic field. Simply put, for

stability the TEMHD should act against Mar-

angoni forces to mitigate the perturbing force.

In thiswork, the TE force dominates over the

traditional electromagnetic damping (EMD)

force that acts as a breaking force on fluid mo-

tion. This is observed in the breaking of sym-

metry between scan directions inmelt pool and

keyhole dynamics. EMD has been attributed

to stabilizing keyholes in prior studies under

welding conditions (11, 12); however, the con-

trasting behavior seen in our study using LPBF

conditions is due to twokeydifferences: Seebeck

coefficient, S (up to two orders of magnitude

larger in our work), and length scale, L (one

order ofmagnitude smaller in ourwork), which

also affect the thermal gradient, ∇Tj j ≈ DT=L.
We determine the dominant mechanism by

taking relative forces and using dimensionless

analysis. That is, the scaling behavior can be

approximated by taking ratios of the EMD

force to Marangoni force
FEMDj j
FMaj j ¼

s uj j Bj j2L2

g′ ∇Tj j

� �

and the TE force to Marangoni force
FTEj j
FMaj j ¼

sS Bj jL
g′

� �

. In table S3, we list thematerial

properties, the scale of the melt pool, and the

calculated dimensionless numbers for our study

and prior welding studies (11, 37, 42, 43). As-

suming that all other properties are the same

[e.g., our work and (11)],
FTEj j
FMaj j scales as L

2
, and

so in our work, EMD will be two orders of

magnitude smaller than that in Liu et al. (11),

whereas
FTEj j
FMaj j scales as the product SL, and so

theTE forcewill beoneorderofmagnitude larger.

At the length scales of LPBF, this dimensionless

analysis shows that changing alloy composition

to increaseS (e.g., by adding silicon to aluminum

alloys) is a viable mechanismwithout substan-

tially increasing the magnetic field ( Bj j ≫ 1 T

into the range of super conducting magnets).

A detailed analysis is provided in supplemen-

tary text 7.

Existing literature that explores the Seebeck

effect (34, 36, 44, 45) typically performs expe-

riments or modeling using high-silicon Al

alloys. As evidenced in directional solidification

(18), a higher silicon concentration in aluminum

alloys demonstrates a strong Seebeck effect, and

hence they hypothesize that Si increases the

Seebeck coefficient of the alloy. To test the

influence of silicon content on the Seebeck

effect, experiments were conducted with an

Al6061 alloy, which has a negligible silicon con-

tent. Themelt pool depth remained unchanged

when reversing the scanning direction (195 mm;

fig. S11, A and B) when the magnetic field is

present. This observation is in direct contrast

to theAlSi7Mg alloy,wherewe observed 230-mm

melt pool depth for the left-to-right (LR-B)

scan and 210-mmdepth for the reversed (RL-B)

scan (fig. S11, C and D). This indicates that the

Seebeck effect in Al6061 alloy is substantially

reduced compared with AlSi7Mg.

Conclusions

By performing high-speed synchrotron x-ray

imaging in the frame of reference of the laser

beam, we demonstrated that the protrusion

formation on the keyhole rear wall, driven

by melt flow, initiates instability, which leads

Fig. 5. Keyhole dynamics and pore formation of AlSi7Mg with a reversed laser scanning direction in

the presence of a magnetic field. (A1 to A4) Typical keyhole morphology evolution with scanning

direction from right to left (RL-B). (B1 to B4) The scanning direction is left to right (LR-B). (C and D) Pore

distribution along the tracks for the RL-B and LR-B cases, respectively. (E) Comparison of total keyhole pore

areas for the two opposite scanning directions with a magnetic field applied (movie S4).
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to keyhole collapse. Through the application

of a 0.5 ± 0.1–Tmagnetic field during the laser

melting of high-silicon aluminum alloys (e.g.,

AlSi10Mg), with a right-to-left scan (RL-B), we

achieved an 81% reduction in keyhole porosity.

This reduction stemmed from the magnetic

field altering melt flow owing to the Seebeck

effect, thereby suppressing the formation of

protrusions on the keyhole rear wall, which

predominantly causes the large-amplitude

keyhole oscillation. We revealed that the di-

rection of the Seebeck effect–induced Lorentz

force is dependent on the laser scanning direc-

tion relative to the magnetic field orientation;

hence, the protrusion suppression is only ef-

fective in the RL-B scan conditions—the key-

hole foot is minimized in the RL-B scan but

enhanced in the LR-B scan. Our dimensionless

analysis shows that stabilizing keyhole oscil-

lations with EMD is not feasible in LPBF under

low–magnetic field conditions (<1 T), but in-

creasing Seebeck power (e.g., by increasing sili-

con content) activates TE forces, creating a viable

stabilization mechanism. This work resolves

long-standing conflicting theories on the effect

of static magnetic fields on weld pool dynam-

ics, showing that in LPBF, with scales much

smaller than those in welding, TE forces pri-

marily govern melt pool flow, stabilizing the

keyhole and preventing porosity. We encap-

sulate our observations using dimensionless

ratios of forces to guide the application of

magnetic control over a range of AM andweld-

ing processes, including variations of process-

ing parameters andmaterials where the Seebeck

effect is expected to be large, such as functionally

graded materials, bimetallic materials, compo-

sites, dual-phase materials, and other materials.
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CATALYSIS

Nickel promotes selective ethylene epoxidation
on silver
Anika Jalil1†, Elizabeth E. Happel2†, Laura Cramer2†, Adrian Hunt3, Adam S. Hoffman4,5,

Iradwikanari Waluyo3, Matthew M. Montemore6*, Phillip Christopher1*, E. Charles H. Sykes2,7*

Over the last 80 years, chlorine (Cl) has been the primary promoter of the ethylene epoxidation reaction

valued at ~40 billion USD per year, providing a ~25% selectivity increase over unpromoted silver

(Ag) (~55%). Promoters such as cesium, rhenium, and molybdenum each add a few percent of

selectivity enhancements to achieve 90% overall, but their codependence on Cl makes optimizing

and understanding their function complex. We took a theory-guided, single-atom alloy approach

to identify nickel (Ni) as a dopant in Ag that can facilitate selective oxidation by activating molecular

oxygen (O2) without binding oxygen (O) too strongly. Surface science experiments confirmed the

facile adsorption/desorption of O2 on NiAg, as well as demonstrating that Ni serves to stabilize

unselective nucleophilic oxygen. Supported Ag catalyst studies revealed that the addition of Ni in a

1:200 Ni to Ag atomic ratio provides a ~25% selectivity increase without the need for Cl co-flow and acts

cooperatively with Cl, resulting in a further 10% initial increase in selectivity.

E
thylene oxide [(EO) C2H4O] is a platform

chemical in the production of many con-

sumer goods including plastics and anti-

freeze, with a growing global market

currently valued at ~40 billion USD per

year (1). It is produced from ethylene (C2H4)

and molecular oxygen (O2) using Ag/a-alumina

(a-Al2O3) heterogeneous catalysts. Because of

the instability of EO, industrial reactors are

operated at only ~10 to 15% per-pass ethylene

conversion to minimize combustion of EO into

CO2 and H2O (2).

The low per-pass conversion, low reactant

partial pressures (>50% of the feed is inert to
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mitigate thermal runaway), andhighproduction

volumes all necessitate large-volume recycle

streams. These energy-intensive separation

processes add to the 10% CO2 emitted as a by-

product of the 90% selective EO production

process, so EO has the highest CO2 emission

among high-value chemicals on a per volume

basis (3). Thus, even small improvements in

EO selectivity could lead to large decreases in

associated CO2 emissions and energy costs,

making the design of selective EOproduction

catalysts a subject of continued interest (4, 5).

Achieving high EO selectivity requires min-

imizing both the direct combustion of ethylene

and the secondary combustion of EO to CO2.

The relatively high fraction of EO produced

over silver (Ag) catalysts has been widely at-

tributed to its oxygen adsorption properties

(6–8). Ag/a-Al2O3 catalysts exhibit ~50 to 60%

EO selectivity at <10% ethylene conversion, al-

though selectivity decreases with increasing

ethylene conversion through EO combustion.

Despite safety issues and environmental im-

pacts in addition to its corrosive nature, chlo-

rine (Cl) is used ubiquitously to promote the

selectivity of industrial EO catalysts which con-

sist of large (50 nm to 1 mm diameter) Ag par-

ticles supported on low surface area (<1 m
2
/g)

a-Al2O3. Chlorine is co-fed as an alkyl chloride

and increases EO selectivity by ~25% at low

ethylene conversion compared with pure Ag/

a-Al2O3, and enables EO selectivity to be re-

tained at higher conversion (9), which suggests

that Cl promotes EO formation by depressing

the rates of both the primary and secondary

combustion reactions (9–11).

Other promoters of industrial EO catalysts

include alkali metals such as cesium (Cs) and

lithium (Li), and oxyanions of transitionmetals

such as molybdenum (Mo) and rhenium (Re),

which each offer modest ~1 to 5% increases

in EO selectivity but require the presence of

Cl to be effective. Furthermore, promoters can

be codependent on one another. For example,

Re only increases selectivity in the presence of

Cs, which itself requires Cl. These requirements

make the system complex, as the addition of

parts per million (ppm) levels of alkyl chloride

and other promoters (promoter: Agmolar ratios

of 10
−4
-10

−2
) required for ~90% EO selectivity

at 10 to 15% ethylene conversion results in

crowded, multicomponent catalytic surfaces

(12–16).

Promoters are thought to influence the

amount, accessibility, and reactivity of oxygen

species (9, 14, 17–22). The ubiquity of Cl as a

promoter in most catalyst formulations has

limited research on identification of new pro-

moters that act independently of Cl. A few

reports exist of modest (5 to 10%) selectivity

increases by using unconventional (not cur-

rently used in industrial formulations) pro-

moters, but high EO selectivity at reasonable

ethylene conversion remains a challenge with-

out Cl (23–25).

We report that the addition of parts per mil-

lion amounts of Ni to supported Ag catalysts

substantially enhanced EO selectivity by ~25%,

rivaled only by the ubiquitously used Cl pro-

moter. Our theoretical and experimental sur-

face science studies demonstrate that dispersed

Ni in Ag(111) simultaneously influenced the

quantity and reactivity of adsorbed oxygen spe-

cies. Catalytic studies revealed that dilute Ni

promoters (at 200:1 Ag:Ni ratio) on supported

Ag/a-Al2O3 catalysts function synergistically

with Cl feeds to enable 90% EO selectivity at 2

to 2.5% ethylene conversion, indicating thatNi

offers a new avenue for catalyst and process

optimization in EO production.

Theory-guided catalyst discovery

We initially searched for promoters forAg-based

EO-producing catalysts using our single-atom

alloy (SAA) approach that has identified new

selective (de)hydrogenation catalysts, including

rhodium (Rh), platinum (Pt), and palladium (Pd)

doped copper (Cu) SAAs (26–29). These catalysts

derive their function from the facile dissociation

of strong bonds and weak binding of intermedi-

ates enabled by the SAA geometry that can de-

couple transition and final state energies. We

applied this concept to selective oxidations using

density functional theory (DFT) calculations to

identify single-atomdopants in Ag surfaces with

a low dissociative oxygen chemisorption activa-

tion barrier (Ea,diss) and weak atomic oxygen

binding energy when bound in hollow sites on

each side of the dopant site (Eads,2O; fig. S2) as

shown in Fig. 1A (6). Among the screened do-

pants, Ni stood out as breaking the scaling rela-

tionship (fig. S1) between Ea,diss and Eads,2O, with

DFT predicting near-barrierless dissociation

of O2 (<0.05 eV) while maintaining moderate

atomic oxygen atom binding (−2.2 eV) (30).

Surface adsorption experiments

To test this prediction, we conducted surface-

science studies of O2 activation on 1%Ni-doped

Ag(111) single-crystal surfaces. In these experi-

ments, 1% monolayer (ML) of Ni was alloyed

into the Ag(111) surface to obtain dispersed Ni

in the surface and subsurface (Fig. 1C and S5).

The dissociative sticking probability of O2 on

Ag(111) is ~10
−6
which requires highO2pressures

1Department of Chemical Engineering, University of California,
Santa Barbara, CA, USA. 2Department of Chemistry, Tufts
University, Medford, MA, USA. 3National Synchrotron Light
Source II, Brookhaven National Laboratory, Upton, NY, USA.
4Stanford Synchrotron Radiation Light Source, SLAC National
Accelerator Laboratory, Menlo Park, CA, USA. 5SUNCAT Center
for Interfacial Science and Catalysis, SLAC National Accelerator
Laboratory, Menlo Park, CA, USA. 6Department of Chemical and
Biomolecular Engineering, Tulane University, New Orleans, LA,
USA. 7Department of Chemical and Biological Engineering, Tufts
University, Medford, MA, USA.
*Corresponding author. Email: mmontemore@tulane.edu

(M.M.M.); pchristopher@ucsb.edu (P.C.); charles.sykes@tufts.

edu (E.C.H.S.)

†These authors contributed equally to this work.

Fig. 1. Theory-guided identification of Ni

dopant that enables facile O2 dissociation

and spillover of oxygen to Ag. (A) DFT

calculations of the O2 dissociation barrier Ea,diss
as a function of the adsorption energy of the

resulting dissociated O atoms (Eads,2O) for

various single-atom dopants in Ag(111). (B) O2
TPD traces for Ag(111) and ~1% NiAg(111) after

500 Langmuirs (L) of O2 dosed at 350 K, cooling

to room temperature, and recording the TPD

with a 1 K/s heating rate. (C) Sequential TPD

traces involving a 500 L exposure to O2

at 350 K and TPD, followed by 0.5 L CO

exposure at 90 K and TPD. Insets show

13 K STM images of subsurface Ni in Ag(111)

immediately after Ni deposition (lower image,

image conditions 0.2 nA, 100 mV) and Ni

at the surface of Ag(111) after cooling from 473 K

in O2 (upper image, 0.3 nA, 50 mV).
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in the Torr range, or a more reactive oxidant

such as NO2, to saturate the surface with atomic

oxygen (31, 32). However, Fig. 1B shows that

the addition of 1%monolayer (ML)Ni to Ag(111)

enabled uptake of oxygen on Ag at 10
−6

Torr

pressure of O2.

Specifically, the NiAg(111) sample was exposed

to 500 L (1 L = 1×10
−6

Torr/sec) of O2 at 350 K.

Temperature-programmed desorption (TPD)

of adsorbed oxygen demonstrates facile up-

take and spillover of the dissociated oxygen

atoms to sites onAg(111). Calibration of the trace

in Fig. 1B indicated that 1% ML Ni enabled the

uptake of ~4%MLO. Furthermore, O2 desorbed

from NiAg at 520 K. This temperature is ~70 K

lower than typically observed frompure Ag (Fig.

1B) and consistent with our DFT prediction

(Fig. 1A and table S1) of promoted O2 uptake

and release by Ni dopants (31, 33).

Consecutive CO and O2 adsorption TPDs

demonstrated that the Ni atoms were mobile

within the Ag sample. The Ni atoms were in

the Ag(111) surface under oxidizing conditions

but moved to the subsurface under vacuum

conditions (Fig. 1C). Specifically, we used CO

as a probe molecule to measure the surface

concentration of Ni. Although CO does not

bind to Ag(111) above ~50 K, the introduction

of Ni to Ag(111) led to observation of a CO de-

sorption peak at ~350 K (fig. S6) (34). This CO

desorption temperature is ~80 K lower than

that observed for Ni(111) and is further evidence

of the high dispersion of Ni in Ag(111) (35).

After O2 exposure and subsequent TPD, we

exposed the NiAg surface to 0.5 L of CO, but

no CO desorption was observed in TPD. This

result indicated that Ni moved to the subsur-

face by the end of the O2 desorption TPD ramp

to 700 K. Subsequent exposure to O2 brought

Ni back to the surface. This preference is ex-

pected based on the more oxophilic nature of

Ni, and the reversibility of Ni surface segrega-

tion over three full cycles is shown in Fig. 1C.

Nanoparticle catalysts for epoxidation

To determine if the surface-science and theo-

retical studies could be translated to supported

catalysts, we synthesized highly dilute NiAg

nanoparticle alloys and compared their per-

formance in ethylene epoxidation with pure

Ag/a-Al2O3 catalysts (Fig. 2). Ag nanoparticles

~70 nm in diameter were synthesized (figs.

S4, S7, and S8) with varyingNi content through

a colloidal approach. This particle size was

chosen because smaller (5 to 50 nm) and larger

(>250 nm) diameter Ag particles exhibit lower

reaction rates, and smaller Ag particles are

prone to rapid sintering (11, 36–38). The Ag

nanoparticles were post synthetically doped

with Ni to ensure a constant Ag particle size

distribution (39, 40).

Our TPD results showing Ni mobility and

segregation to the surface after O2 exposure

emphasized that under ethylene epoxidation

reaction conditions, the oxophilicity of Ni

should provide a thermodynamic driving force

for Ni to move to the Ag nanoparticle sur-

face. Further, the reaction temperature (473

to 523 K) is high enough to kinetically enable

Ni to segregate to the surface as observed in

TPDwhenNi diffusion to the surface occurred

at 350 K. Therefore, to calculate nominal Ni

Fig. 2. Ni doping of Ag nanoparticles at a molar ratio of 1:200 Ni:Ag increases EO selectivity by ~25%

compared with pure Ag. Influence of Ni loading on 5 wt% Ag/a-Al2O3 catalyst reactivity in 10% C2H4, 10% O2,

balance He inlet with 100 to 150 mg catalyst. The Ni:Ag molar ratio was varied from 0:100 (pure Ag) to 1:50

(2% Ni). (A) EO selectivity as a function of steady-state ethylene conversion. The ethylene conversion was varied

by changing the temperature between 473, 498, and 523 K, and holding for 2 hours to allow the system to reach a

new steady state. (B) CO2 and (C) EO formation rates at different temperatures as a function of Ni:Ag molar ratio.

A B

C

Fig. 3. NiAg200 catalysts show a consistent ~25% selectivity enhancement over Ag and additive

influence of Cl co-promoter. (A) EO selectivity as a function of ethylene conversion for seven batches

of ~8 wt% Ag and NiAg200 on a-Al2O3 at 10% C2H4, 10% O2, balance He. The reactivity of separate batches

is shown by using various shades of purple (NiAg200) and gray (Ag). See table S5 for details on all samples.

(B and C) Effect of Cl co-flow at 25% C2H4, 10% O2, 0.5% CO2, and 0.5 ppm EtCl, balance He (total flow

rate 40 standard cubic centimeters per minute) at 523 K: (B) NiAg200 and Ag ethylene conversion (see

fig. S21 for product formation rates over time) and corresponding (C) NiAg200 and Ag selectivity.
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surface coverage, we made the simplifying as-

sumption that all the Ni in a nanoparticle re-

sided at the Ag surface when O2 is present. This

allowed us to calculate a range of target Ni:Ag

ratios for the synthesis, assuming spherical

nanoparticles (fig. S7). We then synthesized

catalysts with Ni loadings ranging from 1:500

(0.2 mol%) to 1:50 (2 mol%) which corre-

sponded to 10 and 80% estimated Ni surface

coverage, respectively. It should be noted that

this is an upper limit as the thermodynamics

of Ni partitioning between the bulk and sur-

face is dependent on particle size and envi-

ronmental conditions.

Catalysts were characterized with a variety

of techniques (figs. S8 to S11, S14 to S17, and

tables S2 to S4). Inductively coupled plasma

(ICP) measurements showed that the desired

Ni loadings were achieved (table S4). Ni K-edge

high-energy resolution fluorescence detection–

X-ray absorption near-edge structure (HERFD-

XANES) spectroscopy measurements were col-

lected for an as-prepared 9 weight percent

(wt%) NiAg200/a-Al2O3 catalyst and for ~5 nm

NiO particles on a-Al2O3 (figs. S14 to S16)

during a temperature programmed reduction

(TPR). Linear-combination fitting of the NiO

TPR produced negligible residuals, demon-

strating that the spectra were fit well using

NiO and reduced Ni nanoparticle basis sets

(figs. S15 and S16A). The spectrum of the as-

prepared NiAg200 samples was poorly fit by the

same basis set. The different electronic struc-

ture and local coordination environment of Ni

in NiAg200 compared with pure Ni on a-Al2O3,

evidenced by HERFD-XANES, indicated that

the synthetic procedure effectively incorpo-

rated Ni in Ag and is different from pure dis-

persed Ni on a-Al2O3.

Steady-state reactivity experiments were per-

formed with a feed of 10% ethylene and 10%

molecular oxygen (at 1 bar in 80% inert) at 473,

498, and 523 K. Ni-doped 5 wt% Ag/a-Al2O3

(NiAgx/a-Al2O3) catalysts with stoichiometries

ranging from NiAg500 to NiAg50 were all pre-

pared from the same parent batch of Ag colloids

(see figs. S18 and S20 and table S5 for details on

the reactivity protocols). Steady-state ethylene

conversion for Ag/a-Al2O3was varied from 2 to

8%with 100 to 150mg of catalyst in the reactor

by varying the reaction temperature (Fig. 2A).

The EO selectivity for Ag/a-Al2O3, calculated

as NEO

NEOþ0:5NCO2

, where Ni is the molar flow rate

of each species, decreased from 50 to 30% as

conversion increased, consistent with previ-

ous reports (table S6) (36, 41–43). The addi-

tion of just 1:350 Ni:Ag (0.3 atom percent of

Ni) to Ag resulted in an increase in EO se-

lectivity by 5 to 10% at all conversions. In-

creasing the Ni loading further increased EO

selectivity and decreased ethylene conversion.

NiAg200 appeared to be the optimum Ni con-

tent for this batch of Ag particles, which exhib-

ited a 25 to 30% increase in selectivity over Ag,

comparable to the known behavior of Cl pro-

moters. Figure S12 shows the effect of increas-

ing Ni loading on selectivity at 2% ethylene

conversion revealing a maximum selectivity at

a 1:200 Ni:Ag molar ratio which improves EO

selectivity by ~25% over pure Ag. The selectiv-

ity at low conversion (< 2%) can be considered

the primary selectivity (at the limit of low EO

combustion rate), and at higher ethylene con-

versions, the rate of secondary EO combustion

is relevant. Thus, the results in Fig. 2A demon-

strate that 1:200 Ni:Ag (0.5% Ni) mitigated

both primary ethylene and secondary EO com-

bustion. At Ni loadings higher than NiAg200,

both selectivity and conversion decreased, sug-

gesting that extended NiOx domainsmay block

reactive sites on Ag and further facilitate EO

combustion (see fig. S19).

Increasing the Ni loading led to a decrease

in CO2 production rate whereas the EO pro-

duction rate decreased to a lesser degree, re-

sulting in overall increased EO selectivity (Fig.

2, B and C). The ethylene conversion at 473 K

was <2% and thus the CO2 and EO production

(as shown in Fig. 2, B and C) demonstrates the

influenceofNi on theprimary reactionpathways

(conversion of ethylene to CO2 or EO). At 523 K,

where ethylene conversion was higher and the

secondary reaction of EO combustion was likely

more prevalent, the depression in CO2 produc-

tion rates with Ni addition was clearly observed

with no change (or even a small increase) in EO

production rates. The larger influence of Ni in-

corporation on selectivity at higher temperatures

supported the conclusion that Ni suppressed

secondary EO combustion while also promot-

ing primary selectivity. Notably, the trends in

selectivity and rates of product formation as a

function of Ni concentration were similar to

how Cl performs as a promoter (fig. S13).

The NiAg200 formulation offered consistent

performance improvement over Ag catalyst

samples across multiple catalyst syntheses.

Themagnitude and statistical significance of the

optimalNi loadingwas quantified by comparing

the reactivity of seven independently prepared

batches of Ag/a-Al2O3 and NiAg200/a-Al2O3 at

an ~8 wt% Ag loading. The temperature, cat-

alyst loading, and total flow rate were varied to

compare EO selectivity at a broad range of

ethylene conversions. Figure 3A shows that

evenwith batch-to-batch performance variation,

NiAg200 repeatedly improved EO selectivity by

at least 20% over a broad range of ethylene

conversions up to 10%.

To explore the promoting influence of Ni at

more industrially relevant reaction conditions,

a feed composition containing 25% C2H4, 10%

O2, 0.5% CO2, and 0.5 ppm ethyl chloride (EtCl)

was used (44). Although the conversion of Ag/

a-Al2O3 declined substantially with time upon

Cl introduction, decreasing from 3.8 to 0.3% in

18 hours (Fig. 3B and fig. S21A), the selectivity

increased from 68% to 82% (Fig. 3C). NiAg200
had a comparatively lower decrease in rates

(~2× as compared to >10× for Ag) after an

Fig. 4. Electronic structure of oxygen on Ag(111) and NiAg(111) as a function of temperature in

1 Torr O2. AP-XP spectra showing a change in oxygen species from primarily electrophilic oxygen (purple,

~530.2 eV) to more nucleophilic oxygen (red, ~528.5 eV) as the temperature was increased on (A) Ag(111)

and (B) ~5% NiAg(111). The Ni-philic O species (529.3 eV) is shown in blue and was only observed for

the NiAg sample. O 1s spectra were taken at 760 eV from 325 to 700 K in 1 Torr O2. The dotted traces

represent the combined fits of the oxygen species overlaid with the solid black raw spectra.
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initial increase in reactivity, with selectivity

increasing to just >90%. The initial increase in

EO formation rate for NiAg200 and lower de-

crease in rate due to Cl introduction (fig. S21B)

suggested that Ni and Cl were interacting on

the Ag surface tomodify the epoxidation path-

ways, which further supports the hypothesis

that Ni is incorporated directly into the Ag

nanoparticles rather than being located on the

support. We note that optimized performance

of Cl with other promoters is known to require

co-optimization as a function of reaction con-

ditions, suggesting that further improvements

in performance are possible.

Ambient-pressure surface spectroscopy

Ambient-pressure x-ray photoelectron spec-

troscopy (AP-XPS) experiments demonstrated

that the addition of Ni stabilized nucleophilic

oxygen, which is generally believed to be re-

sponsible for non-selective primary and sec-

ondary combustion reactions on the Ag surface

(45). Specifically, exposure of both Ag(111) and

NiAg(111) surfaces to 1 Torr O2 at 325 K led

primarily to the formation of electrophilic

(~530.2 eV) and nucleophilic (~528.5 eV) oxy-

gen species (Fig. 4). The NiAg sample exhib-

ited an additional O 1s peak at 529.3 eV (blue

trace, Fig. 4B), consistent with a Ni-O species

(labeled as “Ni-philic”; table S7) (46). Apart

from the presence of the Ni-philic oxygen spe-

cies on the NiAg(111) sample, both the Ag(111)

and NiAg(111) surfaces behave similarly from

325 to 550 K: as the surface temperature is

raised, the electrophilic oxygen is seen con-

verting to nucleophilic oxygen on both sur-

faces. However, it is clear from Fig. 4B that

on the NiAg surface nucleophilic oxygen per-

sists up to 700 K versus 550 K on Ag(111). We

hypothesize that this increased thermal stabil-

ity of the nucleophilic oxygen induced by Ni

incorporation should decrease its reactivity,

lowering the non-selective primary and sec-

ondary combustion rates thereby enhancing

EO selectivity compared with the Ni-free sys-

tem, as seen in the catalytic measurements.

Our DFT calculations show that Ni stabilizes

nucleophilic O on Ag (fig. S3), rendering the

nucleophilic oxygenwhich typically drives com-

bustion more “spectator-like,” and less reactive

to ethylene combustion (47).

Our reactivity data in Fig. 3 also support this

hypothesis in that the addition of Ni to Ag de-

creased the combustion ratemore than the EO

formation rate, providing a coherent picture of

the proposedmechanismwherebyNi decreases

unselective reactions of ethylene and EO with

nucleophilic oxygen by stabilizing the O atoms

in the structure. Further studies are aimed at

developing scalable synthetic protocols on low

surface area supports that further increase

EO selectivity by minimizing secondary com-

bustion sites for operation at higher reactor

pressures.

Discussion

Guided by theory and experimental surface

science results, we synthesized and tested di-

lute Ni-doped Ag nanoparticles and found an

EO selectivity increase of ~25% compared with

pure Ag, a promotion magnitude previously

only achievable with a co-flow of Cl. Our study

identified dilute (~1:200) Ni:Ag alloys as an op-

timal concentration for promoting selective EO

formation on ~75 nm Ag nanoparticles, and

the addition of Cl was found to further pro-

mote the selectivity of NiAg to ~90% without

the need for promoters like Cs and Re that are

normally required to reach this selectivity. Our

AP-XPS results suggest that the ~25% selec-

tivity enhancement results from Ni-induced

stabilization of nucleophilic oxygen on the Ag

surface, therebydecreasing the rates of ethylene

and EO combustion. Overall, this study high-

lights the potential of theory-led exploration

in dilute alloymaterials space and the utility of

our single-atom alloy approach for the design

of selective oxidation catalysts.
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POLYMER CHEMISTRY

Visible light–triggered depolymerization of
commercial polymethacrylates
Hyun Suk Wang1, Mikhail Agrachev2, Hongsik Kim3, Nghia P. Truong1, Tae-Lim Choi3,

Gunnar Jeschke2, Athina Anastasaki1*

The reversion of vinyl polymers with carbon-carbon backbones to their monomers represents an ideal

path to alleviate the growing plastic waste stream. However, depolymerizing such stable materials

remains a challenge, with state-of-the-art methods relying on “designer” polymers that are neither

commercially produced nor suitable for real-world applications. In this work, we report a main chain–

initiated, visible light–triggered depolymerization directly applicable to commercial polymers containing

undisclosed impurities (e.g., comonomers, additives, or dyes). By in situ generation of chlorine radicals directly

from the solvent, near-quantitative (>98%) depolymerization of polymethacrylates could be achieved

regardless of their synthetic route (e.g., radical or ionic polymerization), end group, and molecular weight

(up to 1.6 million daltons). The possibility to perform multigram-scale depolymerizations and confer

temporal control renders this methodology a versatile and general route to recycling.

A
lthough indispensable in our daily lives,

plastics have led to serious environmental

concerns ranging from landfill accumu-

lation tomicroplastic contamination. Ad-

dressing these challenges necessitates a

transition to a circular economy through re-

cycling. Unfortunately, the predominantmethod,

thermomechanical recycling, results in down-

cycling into lower-grade products through re-

duction ofmolecular weight (1, 2). To circumvent

product deterioration, alternatives such as

“(photochemical) upcycling” (3–10) and chem-

ical recycling to monomer (1, 11, 12) have been

explored. Chemical recycling is a highly ap-

pealing option, as it not only establishes the

smallest closed-loop cycle but also circumvents

product deterioration (i.e., downcycling) through

the synthesis of virgin-grade materials, with

the option of even upgrading their properties

(1, 13). Vinyl polymers possess all-carbon back-

bones that render them chemically stable (e.g.,

fromhydrolysis) but challenging to deconstruct

owing to the absence of any heteroatom-

associated weak links. The most conventional

approach to break these bonds is pyrolysis, an

industrially important reaction, but the ex-

treme temperatures required (>400°C) lead

to energy waste and undesirable byproducts.

For example, pyrolysis of poly(methyl meth-

acrylate) (PMMA) leads to formation of 2,3-

butanedione, a compound that imparts a

pungent odor to the recycled PMMA (14).

To alleviate these hurdles, polymers with

preinstalled labile groups have recently been

explored, the vast majority of which are syn-

thesized by reversible deactivation radical poly-

merization (RDRP), also known as controlled

radical polymerization (15–20). RDRP enables

the production of well-defined polymers and

precise control over theirmacromolecular char-

acteristics, including architecture, sequence,

dispersity, molecular weight, and end-group

fidelity. Labile chain ends, usually halogens or

thiocarbonylthio compounds, not only allow

for the controlled synthesis of block copoly-

mers but also facilitate depolymerization at

lower temperatures than conventional pyrolysis

(120° to 170°C) (21–36). The feasibility of de-

polymerizing RDRP polymers was first docu-

mented independently by the groups of Raus

and Gramlich, who showed that low tempera-

tures and high initial monomer concentrations

are prerequisites for the successful polymeriza-

tion of bulky monomers through atom transfer

radical polymerization (ATRP) or reversible

addition−fragmentation chain-transfer (RAFT)

polymerization (34, 37). Ouchi and co-workers

then realized that the nonbulky PMMA could

be partially depolymerized back to monomer,

although lowmonomer recovery (i.e., up to 24%)

was recorded and side reactions dominated the

unzipping pathway (35). These seminal papers

changed the perspective of the field, highlighted

the possibility to trigger low-temperature de-

polymerizations, and initiatedanumberof exciting

research directions. Matyjaszewski and co-workers

demonstrated in a series of reports the full po-

tential of halogen chain ends by using Cu or Fe

halide salt catalysts to cleave the terminal C–Cl

bond and achieve >80% depolymerization in so-

lutionandbulk (23–25). Sumerlin andco-workers

used thiocarbonylthio esters to trigger depoly-

merization through photolytic cleavage of the

terminal thiocarbonylthio C–S bond either in

solution or a completely solvent-free process

(31, 32). More recently, the same group dem-

onstrated depolymerization of PMMA triggered

by thermolytically labileN-hydroxyphthalimide

ester comonomers (38, 39), whereas Diao and

co-workers leveraged a comonomer-induced

weak link in the backbone (40). Our group has

also reported up to 92% depolymerization for

various polymethacrylates using thiocarbo-

nylthio– and halogen-terminated chain ends

(26–30).

Despite these remarkable advances, these

methods are restricted to “designer polymers”

containing preinstalled weak links that render

these materials thermally unstable. In fact, de-

polymerization of thesematerials relies precisely

on their instability. Such polymers pose serious

limitations for real-world applications and are

not commercially produced. Thus, ATRP- or

RAFT-based depolymerization strategies cannot

1Laboratory of Polymeric Materials, Department of Materials,
ETH Zurich, Vladimir-Prelog-Weg 5, Zurich, Switzerland.
2Institute for Molecular Physical Science, Department
of Chemistry and Applied Biosciences, ETH Zurich,
Vladimir-Prelog-Weg 2, Zurich, Switzerland. 3Laboratory of
Polymer Chemistry, Department of Materials, ETH Zurich,
Vladimir-Prelog-Weg 5, Zurich, Switzerland.
*Corresponding author. Email: athina.anastasaki@mat.ethz.ch

Fig. 1. Depolymerization approaches for PMMA. (Left) Chain end–initiated depolymerization through a

labile chain end. (Right) Main chain–initiated depolymerization without the need for any labile group.
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address the annual inflowof 3.9millionmetric

tons of PMMA or existing waste (~90% un-

recycled) (41, 42). Notably, most end group–

triggered depolymerizations are inherently lim-

ited to lower–molecular weight polymers and

are severely affected by the presence of addi-

tional components (e.g., comonomers can pre-

maturely quench depolymerization).

In this work, we report a one-step, near-

quantitative, and visible light–triggered de-

polymerization of commercial PMMA that

diverges from conventional methods through

a main chain initiation pathway without re-

liance on any preinstalled weak bonds (Fig. 1).

Notably, near-quantitative depolymerization can

be achieved at high molecular weights (up to

10
6
g/mol) in the presence of nondepolymer-

izable comonomers and even after the polymer

has been subjected to prolonged (solvo)thermal

exposure. Our method is directly applicable

to commercial products, such as Plexiglas, at

a multigram scale (>10 g) without prior re-

moval of the undisclosed additives contained

within.

End group–independent depolymerization

A main chain–initiated depolymerization of

vinyl polymers was serendipitously discov-

ered while investigating the photothermal

depolymerization of a high–molecular weight,

dithiobenzoate-terminated PMMA (PMMA-

DTB; number average molecular weightMn =

212,500 g/mol, dispersityÐ = 1.09) synthesized

Fig. 2. Visible light–triggered depolymerization of PMMA through main chain initiation. (A) Depolymerization of PMMA with various end groups. AIBN,

azobisisobutyronitrile. (B) SEC traces during depolymerization of PMMA synthesized by free radical polymerization. (C) Temporal control of depolymerization with

on-off light cycles. Effect of (D) molecular weight, (E) BA content, and (F) thermal history on the final conversion for chain end– and main chain–initiated

depolymerization. PMMA-DTB was used for chain end–initiated depolymerization. Error bars represent the standard deviation of >3 experiments.
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by RAFT polymerization (figs. S1 to S4). De-

polymerization of PMMA-DTB in dioxane at

150°C and under ultraviolet (UV) irradiation

led to no appreciable depolymerization after

6 hours (only ~10% conversion; fig. S3, A to

D), in line with previous literature (31, 43).

Instead, when the reaction was repeated in

1,2-dichlorobenzene (DCB) under otherwise

identical conditions, unusually highmonomer

recovery was observed (74%) within the same

time frame (fig. S3F and table S1). Size exclu-

sion chromatography (SEC) analysis of ali-

quots taken during the reaction inDCB showed

an even greater decrease in molecular weight

(90% reduction), indicating an unusual main

chain scission depolymerization. Intrigued by

these results, we screened various reaction

conditions to further improve the conversion

and discovered that near-quantitative depoly-

merization (>95%) of PMMA-DTB could be

achieved at 150°C even under visible light

(violet light–emitting diode, wavelength l =

415 nm) irradiation (table S2).

Wehypothesized that comparable depolymer-

ization conversions could be reached regardless

of the chain-end structure if indeed depoly-

merization proceeded through main chain

Fig. 3. Probing the mechanism of the main chain–initiated depolymerization. (A) Depolymerization conversions in different solvents under 415-nm irradiation.

(B) DFT-calculated potential pathway for the photodissociation of DCB. f, oscillator strength; LUMO, lowest unoccupied molecular orbital; HOMO, highest occupied

molecular orbital. (C) EPR spectra and simulations of irradiated DCB (left) and PMMA solution in DCB (right) in the presence of N-tert-butyl-a-phenylnitrone spin trap.

(D) Proposed scheme of the HAT-induced depolymerization. Error bars represent the standard deviation of >3 experiments.
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initiation. To this end, a series of polymers with

various end groups were investigated. Different

end groups were introduced by synthesizing

PMMA through anionic polymerization (C–H

end group), conventional free radical polymeriza-

tion (mixture of C–H and C=C end groups), and

ATRP (C–Cl end group) (table S3). In addition,

PMMA terminated by a 2-cyano-2-propyl group

(C–C end group) was synthesized by removing

the end group of PMMA-DTBwith excess radical

initiator (azobisisobutyronitrile) (fig. S5). In ac-

cordancewithourhypothesis, all samplesunder-

went >95% depolymerization under 415-nm

irradiation, further evidencing the end group–

independent nature of this reaction (Fig. 2A).

Even anionically synthesized PMMAunderwent

an efficient depolymerization (99%) despite it

being the least reactive form of PMMA, re-

ported to be thermally stable up to ~350°C (30).

Under our conditions, depolymerization seemed

tobeoccurringat significantly lower temperatures

and in the absence of preinstalled weak bonds,

opening up the possibility to potentially de-

polymerize commercial PMMA products.

To further investigate this unorthodox de-

polymerization pathway, PMMA synthesized by

free radical polymerization (Mn=331,600 g/mol,

Ð = 1.90) was selected as the model system.

Detailed kinetic analysis showed a gradual re-

duction in molecular weight, further support-

ing a main chain–initiated pathway (Fig. 2B).

Notably, high conversions could be achieved

at temperatures as low as 90°C (fig. S6), albeit

at reduced rates. Next, we tested the light-

dependent nature of this reaction, as an ideal

depolymerization should only proceed on de-

mand. Multiple on-off cycles were performed

in 1,2-dichlorobenzene to assess any unwanted

thermal depolymerization. In four on-off cycles

(15 min on, 15 min off), depolymerization only

commenced during the “on” periods, proving

that light is an essential trigger of the reaction

(Fig. 2C). Even after an additional 1-hour-long

“off” period, the final conversion was unaf-

fected (>97%), highlighting the robust nature

of the methodology. These results starkly con-

trast with previous (photo)thermal depolymer-

ization of Cl-terminated polymethacrylates in

which a sharp decline in the end-group fidelity

(and thereby the extent of depolymerization)

was observed after prolonged exposure to heat

and/or light (26, 44).

Chain end– versus main chain–initiated

depolymerization

To contextualize our findings within the cur-

rent landscape of depolymerization approaches

and assess industrial feasibility, we compared

our methodology with the labile chain end–

initiated approach (28). PMMA-DTB was used

as a benchmark, as it is arguably the most de-

polymerizable version of PMMA, capable of

undergoing ~90% depolymerization, albeit at

lowmolecular weights (~6000 g/mol) (28). We

first examined the effect of molecular weight

on the final depolymerization conversion for

PMMA-DTB through a previously established

chain end–initiated depolymerization protocol

in 1,4-dioxane. A major decline in the final con-

version from 87 to 9% was observed as the

molecular weight increased from 6200 g/mol

to 175,300 g/mol, in line with previous reports

on the inverse relationship betweenmolecular

weight and conversion (Fig. 2D and table S4)

(31, 43). By contrast, our main chain–initiated

depolymerization showed consistent conver-

sions of 90 to 98% across a broad range of

molecular weights up to 1,642,200 g/mol (Fig.

2D, fig. S7, and tables S5 and S6). This stark

A B

C

Commercial Plexiglas

Add

Depol.

Mixed Plexiglas

Depol. Depol. Depol. Depol.

Add Add Add

Monomer

Fig. 4. Depolymerization of commercial Plexiglas. (A) Final depolymerization conversions of Plexiglas of varying color, (B) large-scale 2-M depolymerization of mixed

Plexiglas, and (C) multicycle use of solvent for blue Plexiglas depolymerization. Error bars represent the standard deviation of >3 experiments. ppm, parts per million.
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improvement can be attributed to multiple ini-

tiation points within a single chain until full

depolymerization is attained. This attribute is

particularly appealing, as industrially produced

PMMA typically exhibits molecular weights in

the range of 10
4
to 10

6
g/mol.

Next, we were interested in probing the ef-

fect of the butyl acrylate (BA) comonomers

within the chain, as commercially produced

PMMA typically contains a small fraction (~1%)

of acrylate comonomers to prevent depolymer-

ization during thermal processing. As such,

statistical P(MMA-co-BA)-DTB copolymers (BA=

0 to 1.1 mol %) were first synthesized by RAFT

polymerization (table S7). The copolymerswere

then subjected to conventional thermal chain

end–initiated depolymerization, and the final

conversions were normalized to that of the

homopolymer. Notably, the presence of BA

had a remarkably negative impact on the final

conversion: A relative conversion of 25% was

observed when 1.1 mol % BA was present (Fig.

2E and fig. S8). Such high sensitivity to acry-

late content is reasonable when considering

that a polymethacrylate chain can only deprop-

agate until reaching a single acrylate unit,

after which termination will be favored, there-

by kinetically trapping the remainder of the

PMMA chain from further depolymerization

(fig. S9). Instead, these molecular roadblocks

can be bypassed by initiating depolymerization

at multiple points within the chain. Indeed,

when the same P(MMA-co-BA)-DTB samples

underwent our main chain–initiated depoly-

merization, a remarkable relative conversion

of 90% was reached even for the highest BA

content (1.1 mol %), once more highlighting

the importance of a multipoint initiation ap-

proach for materials that closely mimic com-

mercial plastics (Fig. 2E).

Lastly, we examined the role of a polymer’s

thermal history on its susceptibility to depoly-

merization, as commercial products are typi-

cally thermally processed (e.g., at 190 to 220°C)

and exposed to heat in their lifetime. When

PMMA-DTB was heated for 30 min at 190°C

under N2 prior to chain end–initiated depoly-

merization, a conversion of only 5%was reached

(compared to 82% for nonpreheated pristine

samples) owing to end-group degradation, as

confirmed by the loss of the UV response in

SEC (Fig. 2F and fig. S10). This highlights an-

other limitation of RDRP-synthesized polymers,

as their susceptibility to depolymerization de-

pends on the preservation of theweakest bond

in the chain. This observation was also con-

firmed by the Matyjaszewski group’s report of

limited depolymerization of preheated ATRP-

synthesized polymers (44). By contrast, when a

main chain–initiated approach was used, no

detectable change in the final conversion (95%)

was observed for PMMA after the same thermal

pretreatment (Fig. 2F), thereby demonstrating

high tolerance to the thermal history of waste

plastics, which removes a major limitation of

approaches that rely on labile bonds.

Proposed mechanism of a main

chain–initiated depolymerization

A series of experiments were conducted to gain

a clearer picture of the mechanism. The first

step was to identify the species responsible for

initiating the depolymerization. Our earlier

experiments showed that main chain scission

can only occur in DCB; in dioxane, negligible,

if any, shift in the molecular weight was ob-

served throughout the reaction (fig S3, D and

F). In addition, when the DCB experiment was

conducted in the dark, no scission took place

(fig S3E). Various other chlorinated and non-

chlorinated solvents were also used under

415-nm irradiation, and whereas xylene, di-

methylsulfoxide, dimethylformamide, and ani-

sole solutions showed no appreciable scission

under light irradiation, 1,2,4-trichlorobenzene

solutions exhibited scission and depolymeri-

zation in a similar fashion to DCB, further

suggesting that a chlorinated solvent is indeed

necessary for main chain scission to occur

(Fig. 3A and figs. S11 and S12). From these re-

sults, we suspected photodissociation of C–Cl

bonds, leading to the formation of a reactive Cl

radical and, presumably, an aryl radical. Den-

sity functional theory (DFT) simulations con-

firmed that homolytic cleavage of the C–Cl

bond is energetically favorable in the first ex-

cited state (Fig. 3B). This is attributed to the

elongation of the C–Cl bond in its excited state,

which increases the electron density in the

s*C–Cl orbital, thereby breaking the bond (fig.

S13 and tables S8 and S9). However, a ques-

tion remained regarding the absorption of vis-

ible light by DCB, as the UV–visible light

spectrum of DCB in acetonitrile showed no

detectable absorption above 290 nm (fig. S14).

However, when neat DCB was analyzed with

air as the background, a small yet distinct

absorption band spanning from UV to violet

(l = 300 to 390 nm) was observed, with a

molar absorptivity at peak wavelength of e =

4.5 × 10
−3

L mol
–1
cm

–1
. This absorption fea-

ture remained evident even after various puri-

fication methods (figs. S15 and S16 and table

S10), strongly indicating that the observed ab-

sorption is intrinsic to the DCB molecule and

not an artifact. Time-dependent DFT identi-

fied this absorption as the S0 to S1 transition

involving a forbidden electronic transition

from the nonbonding orbital of Cl to the ben-

zene p* orbital, which explains the observed

extremely low molar absorptivity. Thermal

contributions to C–Cl cleavage seemed minor,

as PMMA could undergo scission even when

irradiated at room temperature in DCB (fig.

S17). It is also worth mentioning that excita-

tion at wavelengths above the absorbance

wavelength has been comprehensively reported

by Barner-Kowollik and co-workers (45, 46),

further supporting the plausibility of photo-

dissociation under our reaction conditions.

Photodissociation of DCB was supported by

electron paramagnetic resonance (EPR) using

N-tert-butyl-a-phenylnitrone as a spin trap to

detect unstable radicals (47). The spectrum of ir-

radiated pure DCB consisted of three compo-

nents (Fig. 3C) that exhibit hyperfine couplings

with
1
H,

14
N, and

35,37
Cl nuclei. From spectral

simulations, these components were identified

as aryl (green:
14
N=1.43G,

1
H=0.20G) and,most

likely, Cl (red:
14
N = 1.21 G,

1
Hwas unresolved,

35
Cl = 0.58G,

37
Cl = 0.50G; salmon:

14
N= 1.26G,

1
Hand

35,37
Cl couplingswereunresolved) radical

adducts (see supplementary materials for fur-

ther discussion). In the presence of PMMA, the

spectrum can be well simulated with a single

component, with parameters consistent with

an alkyl radical (
14
N = 1.46 G,

1
H = 0.32 G) and

particularly close to those of secondary radicals,

which can be attributed to PMMA fragments.

Signals resembling aryl radicals were also ob-

served with a 2,4,6-tri-tert-butylnitrosobenzene

spin trap (fig. S18). Detection of chlorinated

biphenyl species after irradiation of DCB fur-

ther evidenced the formation of aryl radicals

through homolytic C–Cl scission (fig. S19). No-

tably, these chlorinated biphenyls are only

present in trace concentrations and can still

function as active reagents that can initiate

further depolymerization until complete de-

chlorination. With this evidence, we propose

that the Cl radical generates a C-centered

PMMA backbone radical through hydrogen

atom transfer (HAT) of a backbone methyl or

methylene unit (48), followed by b scission of

the backbone anddepolymerization under ther-

modynamically favorable conditions (Fig. 3D

and figs. S20 to S23). AHAT pathway through a

Cl radical was further supported by the detec-

tion of HCl during irradiation (fig. S24). More-

over, a HAT pathway proceeding from the

backbone was supported by small-molecule

chlorination experiments (figs. S25 to S38), re-

tarded depolymerization kinetics for backbone-

deuterated PMMA (kinetic isotope effect kH/

kD ≈ 5; fig. S39), high depolymerization con-

versions of polymethacrylates possessing var-

ious side chains (fig. S40 and table S11), and

the depolymerization of poly(a-methylstyrene)

(fig. S41). Notably, the depolymerization of

poly(a-methylstyrene) confirms that decarboxyl-

ation is not a prerequisite in the depropagation

of PMMA and that depropagation likely pro-

ceeds through the alkene-terminated fragment.

To confirm that the Cl radical, rather than the

aryl species, is indeed responsible for the scis-

sion, a nonaromatic chlorine solvent (1,1,2,2-

tetrachloroethane) was used and also resulted

in main chain scission and comparable con-

versions to that in DCB (Fig. 3B, fig. S42, and

table S12). This finding further suggested that

the main reactive species is indeed the chlo-

rine radical. Notably, the Br equivalent of DCB
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(i.e., 1,2-dibromobenzene) did not lead to either

scission or depolymerization (Fig. 3B and fig.

S11), presumably because of the lower reactivity

of Br radicals toward aliphatic 1° and 2°C (sp
3
)–

H (bond-dissociation energy of HBr BDEHBr =

87 kcal/mol versus BDEHCl = 103 kcal/mol).

WhenaDCB/xylenemixture (90/10 vol/vol)was

used, much lower conversions (<10%) were

reached in the same timeframe. Considering

that the weak C–Hbond of the xylene methyl

and the stable benzylic radical formed after

HAT, we postulated that the Cl radical pref-

erentially reacts with xylene rather than the

polymer, therefore suppressing both scission

and the subsequent depolymerization. Natu-

rally, these results exclude direct photolysis of

the backbone, in line with the lack of scission

in nonchlorinated solvents (fig. S11). Further

evidence of the proposed Cl-induced HAT was

seenwhen lower wavelengths (365 and 395 nm)

resulted in faster scission and depolymeriza-

tion kinetics (fig. S43 to S45). Despite the rate

differences, similarly high final depolymeriza-

tion conversions were reached in all cases (i.e.,

95%). Instead, no scission was observed at

higher wavelengths (i.e., 460 nm), likely owing

to insignificant photoexcitation.

Depolymerization of Plexiglas

In the previous sections, we demonstrated the

depolymerization of various PMMA samples

resembling industrially produced PMMA (i.e.,

with various end groups and different comono-

mer concentrations). However, we were also

interested in exploring the applicability of our

developed methodology directly to commercial

products. Commercial PMMA, often known by

the tradename Plexiglas, typically contains a

variety of undisclosed comonomers and addi-

tives, such as radical inhibitors, plasticizers, and

dyes, which may interfere with the reaction.

To investigate this, we purchased a series of

different commercial Plexiglas materials with

varying color (yellow, blue, red, and green), and

transparency (4 to 64% transmission) (Fig. 4A,

fig. S46, and table S13). All four samples were

subjected to our depolymerization conditions

without any prior purification. Notably, all four

samples underwent near-quantitative depoly-

merization (94 to 98%) (Fig. 4A), highlighting

the robust nature of this approach to addi-

tives and the immediate applicability of this

strategy to commercial products. Furthermore,

multigram-scale (16 g) reactions of a mixture

of these samples could be conducted at a con-

centration (2 M) above the solubility limit of

the solvent (1,2,4-trichlorobenzene, at 170°C to

reduce viscosity and improve yield), and high-

purity monomer (99%) could be simply distilled

from the solution owing to the large difference

in the boiling points (100° versus 213°C) (Fig. 4B,

fig. S47, and table S14). It is worth noting that,

at 2 M, a final depolymerization conversion

of 51% (41% yield) was attained as the system

reached a thermodynamic equilibrium (equi-

libriummonomer concentration [M]eq ≈ 1.3M

at 170°C). Upon distillation of the regener-

ated MMA, depolymerization could be fur-

ther driven to similar final conversions (fig

S48). Subsequently, we tested the possibility of

reusing the solvent for multiple reactions by

conducting a series of depolymerization-

monomer evaporation cycles in the same sol-

vent. Even after five cycles, near-quantitative

(<95%) depolymerization could be reachedwith

only a minor decrease in rate, suggesting a

minor impact of impurity accumulation and

showing promise in both process simplification

and the economics of this methodology (Fig.

4C). For further scale-up and a higher number

of cycles, solvent management will be impor-

tant to reduce chlorocarbon waste generated

from this process (e.g., minimizing solvent de-

terioration by removing unknown plastic ad-

ditives prior to depolymerization). Lastly, we

tested ourmethodology in amixed-waste stream

containing either polyethylene terephthalate

(PET), low-density polyethylene (LDPE), poly-

propylene (PP), polyurethane (PU), or polyvinyl

chloride (PVC). Overall, our depolymerization

methodology proved highly compatible with

PET, LDPE, PP, and PU (>90%), whereasmod-

erate conversions (69 to 85%) were observed

in the presence of PVC (table S15).

Conclusions and outlook

We have developed a one-step, main chain–

initiated depolymerization methodology that

operates at temperatures far lower than that of

traditional pyrolysis without relying on “de-

signer polymers.” The method is therefore di-

rectly applicable to commercial polymers while

yielding near-quantitative monomer recovery.

Furthermore, versatility was demonstrated by

depolymerizing PMMAs with high molecular

weights (e.g., Mn = 10
6
g/mol) and those con-

taining acrylate comonomers. Lastly, as the

method does not rely on labile end groups,

no special care to preserve end group fidelity

is needed (e.g., preventing exposure to heat

and light).
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ROBOTICS

Material-like robotic collectives with spatiotemporal
control of strength and shape
Matthew R. Devlin1, Sangwoo Kim1,2, Otger Campàs1,3,4,5*, Elliot W. Hawkes1*

The vision of robotic materials—cohesive collectives of robotic units that can arrange into virtually any form

with any physical properties—has long intrigued both science and fiction. Yet, this vision requires a fundamental

physical challenge to be overcome:The collective must be strong, to support loads, yet flow, to take new forms.

We achieve this in a material-like robotic collective by modulating the interunit tangential forces to control

topological rearrangements of units within a tightly packed structure. This allows local control of rigidity

transitions between solid and fluid-like states in the collective and enables spatiotemporal control of shape and

strength. We demonstrate structure-forming and healing and show the collective supporting 700 newtons (500

times the weight of a robot) before “melting” under its own weight.

T
he concepts of roboticmaterials (1), “pro-

grammable matter” (2), “claytronics” (3),

and robotic systems inspired by themulti-

cellular organization of living organisms

(4, 5) all share a similar vision: a cohesive

collective of robotic units that work together

to form a material-like assembly with adapta-

bility and functionality (6, 7). Making this vi-

sion a reality would change static objects—with

properties set at the time of design—into dy-

namicmatter that could reconfigure intomyriad

forms with diverse physical properties. How-

ever, this requires overcoming a fundamental

physical challenge: to be strong and stiff like a

solid yet locally flow like a fluid when a new

form is needed. Industrial processes, such as

molding and forging, achieve this by applying

external heat and force to inert materials.

Robotic materials would instead be internally

powered and actively controlled to switch

from rigid to flowing states anywhere in the

material, akin to living systems.

Current self-reconfigurable modular robots

and robotic collectives have demonstrated a

variety of complex behaviors. Specifically, some

show intricate shape changes but are not co-

hesive and do not support loads (8, 9). Others

show emergent locomotion behaviors but do

not directly control reconfiguration (10, 11).

Yet others can support or even push loads but

cannot reconfigure (12–15), reconfigure only

after breaking cohesion (16–18), only rear-

range units at the perimeter of the collective

(3, 19–23), or rearrange by means of move-

ments of single expanding units (24, 25). Ad-

ditional behaviors have been explored through

simulations but have not been implemented

in a robotic system (5, 26–28). Achieving a

strong, material-like collective that can sup-

port loads but also selectively flow anywhere

in its interior to reshape at will remains a

challenge.

In contrast to inert materials and current

robotic systems, living embryonic tissues in-

ternally control their mechanics in space and

time through tightly coordinated rearrange-

ments of thousands of cells (29, 30), enabling

them to achieve exceptional behaviors (30–33),

including self-shaping, self-healing, and re-

generation. To self-shape and fine-tune their

strength, embryonic tissues use two mecha-

nisms, namely convergent extension (34–36)

and tissue fluidization (30, 37). Convergent

extension is an evolutionarily conserved mecha-

nism that drives tissue elongation by polar-

izing cell-cell contact tensions in a specific

spatial direction, thereby forcing oriented cell

rearrangements (T1 transitions) that progres-

sively cause the thinning of the tissue in one

direction and its elongation in a perpendicular

one (Fig. 1A). Tissue fluidization enables solid-

like tissues to switch to fluid-like states (38)

and even control thesematerial states in space

and time (30, 37, 38) (Fig. 1B), through spatio-

temporally controlled cellular rearrangements

(T1 transitions). These two mechanisms allow

developing embryos to maintain shape and

mechanical strength to sustain loads like a

solid, while being able to remodel like a fluid

during morphogenesis or healing.

Inspired by these cellular processes, we have

engineered robotic collectives to actively con-

trol local unit rearrangements (T1 transitions)

throughout the collective, enabling adjustable

spatiotemporal changes in the solid and fluid

states of the robotic collective. The collective

is strong and stiff yet rapidly switches states

anywhere in the system, flowing to form alter-

nate shapes or to modulate strength.

From embryo to robot

Cells in embryonic tissues control several pro-

cesses to coordinate their behaviors across the

tissue. We focus on three of these processes.

First, cells apply active forces on one another

with defined magnitude and fluctuating char-

acteristics, enabling relative movements within

the bulk of the collective. Second, biochemical

signaling allows cells to coordinate these be-

haviors in space and time. Some signals po-

larize cells along specific spatial directions,

helping them orient their active forces across

the collective, thereby connecting local cell be-

haviors to large-scale shape transformations.

Third, cells adhere to each other, offering co-

hesion and strength to the collective.

To recapitulate these behaviors in a robotic

system, we built into each robotic unit the pro-

cesses that control cell-cell interactions (30, 39):

fluctuating interunit tangential force, polarity,

and adhesion (Fig. 1C). First, and most impor-

tantly for enabling rearrangements throughout

the collective, we incorporated eight motorized

gears, each with only a fraction of its teeth

exposed, around the perimeter of the robotic

unit (Fig. 1C, fig. S1, andmethods). The relative

movement of the exposed teeth in contacting

robotic units creates forces tangential to the

unit’s surface, similar to the tension at cellular

junctions. Both themagnitude and fluctuating

characteristics of the interunit forces can be

independently tuned. These interunit tangen-

tial forces can drive topological rearrangements

between neighboring units, even in tightly

packed collectives, because the pattern of tan-

gent forces creates synergistic resultant forces

on neighboring units (fig. S1). This is in con-

trast to previous robotic collectives, which
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(A) Embryonic tissues elongate through convergent extension, which

involves the polarization of cells in the tissue along specific directions,

enabling the coordination of active stresses between cells that cause

preferential cell rearrangements (T1 transitions) in specific spatial

directions. (B) Fluctuating active cellular stresses can drive tissue

fluidization during embryogenesis by actively causing cell rearrange-

ments (T1 transitions), enabling tissue remodeling during morphogen-

esis. (C) Sketch of the key cell processes (interunit force production,

polarization, and adhesion) that control mechanical interactions

between cells in embryonic tissues. Each of these cell processes are encoded into the robotic units: For interunit force production, the actomyosin complex is mapped

to motorized gears; for polarization, chemoreceptors are mapped to photodiodes with polarizing filters; and for adhesion, cadherins are mapped to rolling magnets.

The robotic units use a polarity direction convention that is orthogonal to that of biology. (D) Photographs of two robotic units, top view (left) and isometric view

(right). Rotation directions of motorized gears are shown, along with net force applied to neighboring units. Scale bar: 5 cm.
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Fig. 2. Rearrangements enable shape and strength change in fundamental

“building blocks” of robotic collectives. (A) Interunit tangential force profile

has two key parameters: average (�F) and fluctuation amplitude (DF). (B) T1

transition of a polarized 4-block. (C) T1 transition probability in a 4-block as a

function of, at left, the interunit force �F (for a low fluctuation amplitude DF) and,

at right, the force fluctuation amplitude DF (for a low interunit force �F). �F

and DF normalized to full range throughout. (D) Experimentally measured (left)

and computed (right) T1 transition probability for varying �F and DF. Each point:

N = 10 trials. (E) Nonpolarized 3-block yielding under an externally applied load as

fluctuating interunit force decreases yield strength. (F) Yielding in a 3-block with no

interunit forces requires an external load of 142 N. (G) Critical force, normalized to

maximum value, as a function of increasing interunit forces (left) and fluctuation

amplitude (right). (H) Critical force as a function of both interunit force �F and

fluctuation amplitude DF from experiments (left) and simulations (right). N = 10 trials.

(I) Power required to drive a T1 transition is significantly lower with high fluctuations

(N = 10 trials, **P < 0.01). (J) Power required to drive unit rearrangements under

an applied external load is significantly lower with high fluctuations (N = 5 trials,

**P < 0.01). Error bars (G, I, J) represent one standard error.
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generally either push off of the ground surface

[e.g., (8)] or create rolling motions of units

around others [e.g., (23)], limiting rearrange-

ments to the perimeter of tightly packed ro-

botic collectives. Second, we mimicked cell

polarization in response to global biochemical

cues by incorporating photoreceptors on each

robotic unit that detect global polarized light

(Fig. 1C, fig. S2, and methods). This allowed

each robotic unit to change its polarity in real

time according to a global light-based signal.

Third, we implemented cell-cell adhesion by

incorporating magnets into small chambers

around the perimeter of the robotic unit to

achieve unit-unit “adhesion” in our system

(Fig. 1C, fig. S3, and methods). Magnets are

diametrically magnetized and can roll within

their chamber for orientation-independent

adhesion, similar to some previous collective

robots (11, 16). Beyond these physical robots

(Fig. 1D, fig. S4, and table S1), to enable a

systematic study of the emergent behaviors of

the robotic collective, we developed a mathe-

maticalmodel of the systemwherein each unit

experiences tangential stresses at the surface

and distance-based adhesion forces and can

align to a global polarity (fig. S5, movie S1, and

methods).

Controlling shape and strength in minimal

robotic building blocks

To achieve control of shape and material

strength throughout a tissue, cells in embry-

onic tissues actively control their rearrange-

ments. In such events, a group of adjacent cells

change their contact topology (often a T1 tran-

sition; Fig. 1), driving both a local shape change

and the relaxation of mechanical stresses in

the system, or yielding.

We actively controlled T1 transitions of ro-

botic units by varying the average interunit

tangential force �F and amplitude of force

fluctuations DF in both experiment and sim-

ulation (Fig. 2A, figs. S5 to S7, and movie S2).

We first focused on a polarized four-unit build-

ing block, abbreviated “4-block,” which can

undergo active T1 transitions along the direc-

tion of polarization, mimicking polarized cell

intercalation in embryonic tissues (Fig. 2B).

We found that intercalation only occurs after

the average interunit force �F exceeds a thresh-

old (for a given amplitude of force fluctuations

DF), and similarly, intercalation only occurs

after the amplitude of force fluctuations DF

exceeds a threshold (for a given average in-

terunit force �F) (Fig. 2C). Further, as we var-

ied both the average interunit force �F and

the amplitude of force fluctuations DF togeth-

er, we found that the average interunit force �F

required for intercalation decreased with the

amplitude of force fluctuations DF (Fig. 2D).

These results show that both themagnitude of

interunit forces and the characteristics of their

fluctuations play a role in the control of unit

rearrangements, with fluctuations facilitating

local restructuring in the robotic collective.

Beyond local shape changes, T1 transitions

are known to control stress relaxation, yield-

ing, and fluidization in granular materials such

as foams and emulsions (40, 41) as well as in

living tissues (42). To understand the control

of yielding in minimal robotic collectives, we

applied external loads on aminimal three-unit

building block (or “3-block”) with random po-

larization (Fig. 2E). In the absence of interunit

Fig. 3. From fundamental building

blocks to robotic collectives: Scaling

shape and strength control to

many-unit collectives. (A) Robotic

and simulated collectives elongating

in polarization direction. Rounded-square

icon indicates fluctuations ON. Robotic:

19 units, �F ¼ 0:86; DF ¼ 1. Simulated:

217 units, �F ¼ 1; DF ¼ 1. All �F and DF

normalized to full range throughout

figure. (B) Elongation only occurs

where fluctuating forces are ON.

Experiments: (Left) �F ¼ 0; DF ¼ 0;

(Right) �F ¼ 0:57; DF ¼ 0:5. Simulations:

(Left) �F ¼ 1; DF ¼ 0; (Right)
�F ¼ 1; DF ¼ 1. (C) Network graph of

contacts between units. (D) Aspect

ratio depends directly on unit rearrange-

ments. N = 3 trials. (E) Number of

rearrangements increases with fluctua-

tion amplitude. N = 3 trials. (F) Aspect

ratio changes more rapidly with

increasing fluctuation amplitude. N = 3

trials. (G) The introduction of force

fluctuations (right) decreases the yield

strength, and the load deforms the

collective. Experiments: (Left)
�F ¼ 0; DF ¼ 0; (Right) �F ¼ 1; DF ¼ 1.

Simulations: (Left) �F ¼ 0; DF ¼ 0;

(Right) �F ¼ 1; DF ¼ 1. (H) Force fluctu-

ations in one region decrease yield

strength only there. Experiments: (Left)
�F ¼ 0; DF ¼ 0; (Right) �F ¼ 1; DF ¼ 1.

Simulations: (Left) �F ¼ 0; DF ¼ 0; (Right) �F ¼ 1; DF ¼ 1. (I) Stress-strain relation for a 20-unit robotic collective. With fluctuations OFF, strength (90 N per unit) and

stiffness (20,190 N per unit per m) are high. When ON, strength drops to 6 N per unit, and yield occurs. N = 3 trials. (J) Yield stress decreases with increasing

fluctuation amplitude. N = 3 trials. Scale bars: 10 cm. Shading [(D) and (F)] and error bars [(E) and (J)] represent one standard error.
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Scale bars: 10 cm.
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force or fluctuations, we found that 3-blocks

are able to resist applied forces up to a thresh-

old value of 142 N, at which point the robotic

units in the 3-block rearrange (Fig. 2F). Upon

activation of interunit forces or force fluctu-

ations, the maximal resistive force (critical

force) of the 3-block decreases (Fig. 2G). A

low average interunit force together with low

force fluctuations results in a high critical force,

whereas a high interunit force coupled with

high force fluctuations creates a lowcritical force

(Fig. 2H). These results show that both the aver-

age interunit forces and the magnitude of

fluctuations affect the yield strength of robotic

building blocks, as observed in inert gran-

ular materials and living embryonic tissues.

In both of these building-block systems, we

found that introducing force fluctuations lowers

the mean power required for unit rearrange-

ments during both shape change (Fig. 2I) and

yield strength change (Fig. 2J). This is so be-

cause noise in interunit forces helps overcome

the energy barriers for rearrangements, reduc-

ing the required mean interunit force and,

consequently, the mean power. These results

indicate that in power-limited robotic collec-

tives that are unable to produce enough mean

power to drive unit rearrangements, fluc-

tuations facilitate rearrangements, enabling

reconfigurations in the system that would be

otherwise impossible.

Building up the collective

In robotic collectives (~20 units in hardware,

~400 in simulation), we explored how con-

trolled unit rearrangements enable local flu-

idization, which in turn allows modulation of

shape and strength. Both our experiments and

simulations showed that when the robotic col-

lective is polarized, aligning interunit forces

across robotic units, the robotic collective elon-

gates unidirectionally along the specified axis

(Fig. 3A), as occurs during convergent exten-

sion in living tissues (35). If the polarization

direction is changed during elongation, we

observed that the robotic collective dynam-

ically readjusts and elongates along the new

specified direction (fig. S8 and movie S5).

Moreover, by spatially controlling the inter-

unit forces, it is possible to drive elongation

in the target section of the collective while

keeping the rest of the collective immobile

(Fig. 3B). We found that the elongation of the

robotic collective was driven by polarized re-

arrangements caused by polarized interunit

forces (Fig. 3, C and D), as occurs for conver-

gent extension in living tissues (35). Further,

we observed that the number and rate of unit

rearrangements depend strongly on the ampli-

tude of force fluctuations (Fig. 3E) and facilitate

elongation of the robotic collective (Fig. 3F),

all behaviors that mirror tissue fluidization

by active cell rearrangements induced through

fluctuating forces (42). These results show that

the robotic collective can globally change its

shape (elongation) by actively controlling the

rate and direction of local rearrangements be-

tween neighboring units.

To understand the ability of the robotic col-

lective to actively control its strength and yield-

ing, we studied its response to externally

applied loads. Whereas in the absence of in-

ternal active forces, the robotic collective be-

haves as a solid and can sustain substantial

loads, activating fluctuating interunit forces

changes the material characteristics of the col-

lective, fluidizing it and allowing an external

load to deform it (Fig. 3G). By restricting the

fluctuating forces to specific regions of the

robotic collective, it is possible to fluidize only

these regions, providing spatial control over

its material state (Fig. 3H). Quantification of

the stress-strain relation for the robotic collec-

tive showed that it switched from a brittle,

elastic solid material in the absence of force

fluctuations to a yield stress material when

force fluctuations are activated (Fig. 3I). To

reveal the effect of force fluctuations on the

yield stress, we held the interunit force con-

stant and measured the yield stress of the

robotic collective for increasing force fluctua-

tion amplitudes.We found that the yield stress

decreaseswith increasing force fluctuations and

that it can be controlled across nearly an order

of magnitude (Fig. 3J), enabling substantial

changes in strength. These behaviors are rem-

iniscent of jamming and glass (rigidity) tran-

sitions in particulate systems (40, 43). Our

results show that it is possible to control changes

in the material state of the robotic collective

(by means of rigidity transition or fluidization),

as well as its strength, in space and time.

Functional behaviors of robotic materials

We next demonstrated proof-of-concept “ro-

botic material” behaviors, including structure

forming, healing, manipulation, tool forming,

and structuremelting.We first formed a struc-

ture by controlling force fluctuations and

polarization of the units in space and time,

enabling local softening and shaping into pil-

lars that merged to form an arch (Fig. 4A).

Switching off force fluctuations rigidified the

arch, allowing it to sustain substantial loads.

Beyond the formation of structures, the ability

to locally drive fluidization of the robotic col-

lective facilitated the closure of defects in a

structure, akin to healing wounds in living tis-

sues (Fig. 4B). More complex spatiotemporal

tuning of shape and strength of the collective

enabled manipulation of objects, for instance,

by applying force to the object that moves it

to a target location (Fig. 4C). It was also pos-

sible to reshape the robotic collective into

“tools,” allowing it to perform tasks. For in-

stance, by flowing the robotic collective around

objects and rigidifying it afterward, we created a

custom “wrench,” with which an object could

be rotated (Fig. 4D). Finally, we created adapt-

ive supporting structures. The collective was

able to support a human (~700 N), which is

>500 times the weight of a single robotic unit

(1.3 N), and then flow under its own weight

(Fig. 4E). These examples show that robotic

collectives can be turned into programmable

materials with the ability to change their shape

and strength in space and time, enabling them

to perform specific functions (Fig. 4, figs. S9

and S10, and movies S4 and S6).

Conclusions

In this study, we built robotic collectives that

encode key cellular processes into individual

robotic units, enabling units to rearrange deep

inside an otherwise jammed system. This al-

lowed us to make substantial changes to the

shape and strength of the system: Starting

from a stiff, jammed collective, we controlled

the fluidization of certain regions and then

transitioned it all back to rigid. This overcomes

the inability to reconfigure robotic collectives

in the bulk and opens the possibility of ro-

boticmaterialswith dynamic shape and strength.

Although currently limited to 20 robotic units

at a relatively large scale, our simulations in-

dicate that these properties are scalable to

systems with large numbers of miniaturized

units. Beyond robotics, these collectives will

enable the study of phase transitions in ac-

tivematter and the properties of activemechan-

ics in particulate systems and will potentially

help define hypotheses for biological research.

Indeed, our results showing that fluctuations

reduce the power required for changes in

strength and shape raise the possibility that

biological tissues introduce active tension fluc-

tuations for similar energetic constraints.

Finally, the combination of these robotic col-

lectives with state-of-the-art control methods

to modulate the interunit interactions could

lead to exciting emergent capabilities in robotic

materials.
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ORGANIC CHEMISTRY

Spiro-C(sp3)-atom transfer: Creating rigid
three-dimensional structures with Ph2SCN2
Qiu Sun1, Jan-Niklas Belting1, Julian Hauda1, David Tymann1, Patrick W. Antoni1,

Richard Goddard2, Max M. Hansmann1*

The introduction of a single C-atom into organic substrates typically results in the formation of flat molecules

containing unsaturated C(sp)-centers. Adding a single C(sp3)-atom surrounded by four s-C–C bonds, which

opens up the three-dimensional space, is an unresolved problem in synthetic chemistry. We report the

synthesis and application of the diazosulfur ylide Ph2S=C=N2 reagent that combines the reactivity of both

sulfur ylides and diazo compounds to create carbon spiro-centers in a general fashion by the sequential or

single-step installation of a C(sp3)-atom. New C–C and C–X (where X is O or N) bonds can be created around

the C(sp3)-atom, which can ultimately be extended to four C–C s-bonds in one step without resorting to

transition metal catalysis. Ph2SCN2 can also be used to access highly strained frameworks containing (oxa)

spiro[2.2]pentanes as well as tricyclic spiro-compounds.

T
he formation of three-dimensional (3D)

structures is of fundamental importance

in organic chemistry and fragment-based

drug discovery (1, 2). In particular, the

quest to create 3D scaffolds such as

cubanes (3), propellanes (4, 5), bicyclobutanes

(6), or spiro[2.2]pentanes (7–9) has pushed the

development of synthetic methods and trig-

gered strong interest to deviate from the wide-

ly explored 2D landscape. Carbon insertion in

the context of skeletal editing (10) in general

relates to methods that introduce “C–R” frag-

ments into C(sp
2
)–C(sp

2
) bonds, which typical-

ly generates flat, aromatic (hetero)cycles (11–15).

Pure C-atom transfer reactions, in which a

single atom is transferred, include textbook

reactions such as the Seyferth-Gilbert homol-

ogation (I) (16), the Corey-Fuchs reaction (IV)

(17) (Fig. 1A), or the Doering-LaFlamme allene

synthesis (18). Recently, we were able to expand

the repertoire for C-atom transfer by introducing

Ph3PCN2 (III) (wherePh is phenyl) (19).However,

all of the previously described methods pro-

ceed via an unsaturated carbene or vinylidene

intermediate (VI), which results in sp-hybridized

C-atoms. Hence, three-dimensionality is not

generated by these types of C(sp)-atom transfer

reactions. By contrast, C-atom transfer reactions

that accomplish the transfer of a C(sp
3
)-atom

have rarely been documented and represent a

challenging endeavor (Fig. 1B) (20, 21). Carbon

arc discharge methods (22–24), C-atom precur-

sors such as carbon suboxide or diazotetrazole

(25), or chromium carbido complexes (26) were

reported to react unselectively and resulted in

only very low yields of C-atom transfer products

(20, 21). In 2010, Kato, Baceiredo, and co-workers

reported the synthesis of the bis(ylide) VIII,

which exhibited promising activity (27); how-

ever, no further studies regarding applications

have been carried out. A different approach

was described by Tobisu and co-workers in

2023, who succeeded in usingN-heterocyclic

carbenes (X) as a C(sp
3
)-atom transfer reagent

(28, 29). By forming one new C–C bond, acryl-

amides (IX) could be cyclized to g-lactams (XI).

Nevertheless, a generalizable strategy for pre-

cise and high-yielding installation of C(sp
3
)-

atoms to efficiently form four new C–C single

bonds remains a major challenge for synthetic

chemistry.

Both theSeyferth-Gilbert reagent Iandbis(ylide)

VIII can be regarded as C-atom transfer re-

agents of the general structure X=C=Y, which

weaimed tomodify in suchaway that carbeneor

vinylidene intermediates during the C-atom

transfer process are avoided. Both sulfur ylides

(30,31) anddiazo compounds (32,33) are known

to exhibit carbene-free cyclopropanation reac-

tivity (Fig. 1C). Combining both functional-

ities in one molecule should give access to

an ideal reagent for the creation of spiro-C-

centers, particularly for the direct formation of

spiro[2.2]pentanes in which four new C–C

bonds are created. In this work, we describe

the synthesis and isolation of the crystalline

diazosulfur ylide Ph2S=C=N2 (3) and its suc-

cessful application as a single-step C(sp
3
)-atom

transfer reagent for the construction of sp
3
-

rich, 3D, and rigid spirocyclic scaffolds from

readily available 2D feedstock molecules.

Preparation, structure, and computational

investigation of diazosulfur ylide 3

Recently, we described the reaction of hexa-

phenylcarbodiphosphorane (Ph3P=C=PPh3)with

nitrous oxide (N2O) to generate Ph3P=C=N2

along with triphenylphosphine oxide (Ph3P=O)

via a Ph3P/N2 exchange (19). Considering the

formal exchange of phosphorus and sulfur

ylides (R3P=[C] versus R2S=[C]), we aimed to

use N2O to access the desired diazosulfur ylide

1Fakultät für Chemie und Chemische Biologie, Technische
Universität Dortmund, Otto-Hahn-Str. 6, Dortmund, Germany.
2Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1,
Mülheim an der Ruhr, Germany.
*Corresponding author. Email: max.hansmann@tu-dortmund.de
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Ph2S=C=N2 (3); hence, Ph2S=C=PPh3 (2a) was

considered to be a suitable precursor. Inspired

by the work of Kato and Baceiredo (27), we

deprotonated the phosphonium salt 1a [see

supplementary materials (SM) for experimen-

tal details] with potassium bis(trimethylsilyl)

amide (KHMDS) to obtain the newmixed P/S-

ylide 2a (57%). Subsequent reaction of 2awith

N2O (−78°C to room temperature) showed full

conversion after 1 hour. Additionally,
31
P nu-

clear magnetic resonance (NMR) indicated the

formation of Ph3P=O (4a) (fig. S32), whereas

in situ infrared spectroscopy showed a charac-

teristic diazoN=N stretching band at 1960 cm
−1

(fig. S33) (34). Note that the concomitant for-

mation of diphenyl sulfoxide (Ph2S=O) was

not observed. Isolation and separation of the

desired diazosulfur ylide 3 from Ph3P=O

proved challenging but was solved by switch-

ing to Kato-Baceiredo ylide 2b, in which the

phosphine oxide4b could be simply separated

A

B

C

Fig. 1. Progress toward a general C(sp3)-atom transfer reagent. (A) Alkyne syntheses via one-carbon homologation. (B) Limited literature precedents for

C(sp3)-atom transfer reagents (20, 21). (C) Diazosulfur ylide Ph2SCN2 as a C(sp3)-atom transfer reagent for the single-step construction of 3D scaffolds. Ar, aryl;

Me, methyl; Ph, phenyl; iPr, iso-propyl; Ts, tosyl.
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by washing. This procedure resulted in the

isolation of the target 3 as a crystalline, light

yellow solid with a yield of 84%.

The structure of 3 from x-ray diffraction

analysis (Fig. 2B) shows a S1–C1 bond length

[1.727(2) Å] that is longer than that of its

precursor (2b) [1.684(3) Å] but still in the

range of the S=C bond lengths of sulfur ylides

(fig. S288). The C1–N1 bond [1.286(3) Å] is lon-

ger and the N1–N2 bond [1.151(3) Å] is shorter

than those in Ph3PCN2 [1.268(5) and 1.169(5) Å,

respectively] (19) which hints at the increased

lability toward dinitrogen release. The angle at

the central carbon S1–C1–N1 [112.6(2)
o
] is slight-

ly increased comparedwith that of its precursor

(2b) [109.8(2)
o
]; however, it is more acute

compared with that of Ph3PCN2 [121.6(3)°], as

well as that of all diazoalkene structures de-

posited in the Cambridge Crystallographic Data-

base (CCD) [118.5(2)
o
to 125.9(3)

o
] (35). The

13
C

NMR shift of the central carbon resonance

appears at 21.3 parts permillion (THF-d8, where

THF is tetrahydrofuran), which was confirmed

by
13
C-labeling experiments (Ph2S

13
CN2; fig.

S36) and gauge-invariant atomic orbital calcu-

lations (fig. S312).

Natural population analysis indicated that

the central C-atomof3 bears a partial negative

charge (–0.62 e), whereas the sulfur atom

possesses an almost entirely positive charge

(+0.90 e). The internal N-atom is neutral

(+0.01 e), and the terminal N-atom has a slightly

negative charge (–0.16 e). Wiberg bond indi-

ces (WBIs) indicate a pronounced C–S single

bond character (WBI = 1.25) and a N–N

double bond (WBI = 2.01), whereas the C–N

A

B

C

Fig. 2. Preparation, structure, and computational investigation of diazosulfur ylide 3. (A) PR3/N2 exchange to access diazosulfur ylide 3. Conditions are as

follows: N2O (1.0 bar), −78°C to room temperature (rt), and 1 hour in THF. (B) X-ray solid-state structure and frontier molecular orbitals (isovalue = 0.6), charges, and

WBIs. (C) Energy profile at the PBE0-D3(BJ)/def2-TZVP/SMD(THF) level of theory. tBu, tert-butyl; Et, ethyl; NPA, natural population analysis; OTf, triflate.
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bond lies in between a single and a double

bond (WBI = 1.43). These values are positioned

in the range of those of other unsaturated S-

ylides [WBI(S–C) in 2b = 1.21 (27); WBI(S–C) in

Ph2S=C=SPh2 = 1.22 (36)] and unsaturated

diazo compounds (37). Molecular orbital anal-

ysis and natural bond orbital analysis (fig.

S313 and S314) indicated that the central C

atom bears two orthogonal lone pairs. The

highest occupied molecular orbital–1 (HOMO-1)

possesses s-symmetry, whereas the HOMO has

p-symmetry (Fig. 2B). In addition to the hete-

rocumulene representation, the resonance struc-

tures [R2S
+
–C

2–
–N

+
≡N] and [R2S

+
–C

–
=N

+
=N

–
]

(see Fig. 2A) are required to adequately describe

the binding situation in 3. Hence, 3 can also

be attributed to a divalent carbon(0) substance

class (38). Differential scanning calorimetry and

thermal gravimetric analysis experiments of 3

show a sharp exergonic decomposition at 80°C

[enthalpy change (DH) ~ 1100 J g
−1
; figs. S27 to

S29], highlighting the lower stability of S-

versus P-ylides. Compound 3 decomposes

slowly over hours in solution at room tempera-

ture to diphenyl sulfide and a solid precipitate

that we assume to be mainly carbon. Never-

theless, 3 can be easily generated cleanly and

stored for more than 6 months as a solid at

−40°C under inert conditions.

To get an understanding of the exclusive

Ph3P/N2 over Ph2S/N2 exchange selectivity, we

performed density functional theory calcula-

tions (Fig. 2C). High HOMO-1 and HOMO en-

ergy levels (fig. S313) make 2a a pronounced

carbon nucleophile, triggering a nucleophilic

attack on the terminal N-atom of N2O (39).

Two competing transition states,TS1 [freeGibbs

energy change (DG
‡
) = 21.5 kcal mol

−1
] and TS2

(DG
‡
= 21.8 kcal mol

−1
), can be accessed, which

finally leads to Ph3P/N2 or Ph2S/N2 exchange.

Whereas TS1 leads irreversibly to the P–O

adduct Int1 via a highly asynchronous con-

certed (3+2) cycloaddition, TS2 leads to the

almost energy-neutral formation of the zwit-

terion Int2. Furthermore, a low rotation barrier

along the newly formed C–N bond enables a

rapid interconversion of Int2 to Int1 (fig. S315).

Whereas both cycloelimination processes pos-

sess a high thermodynamic driving force [free

Gibbs energy change of Ph3P and N2 exchange

(DGP→N2) = –48.1 kcal mol
−1
; free Gibbs energy

change of Ph2S and N2 exchange (DGS→N2) =

–35.6 kcal mol
−1
], the barrier for the elimina-

tion of the sulfoxide is markedly higher (TS4:

DG
‡
= +27.8 kcal mol

−1
versus TS3: DG‡

=

–0.6 kcal mol
−1
), which is most likely due to

the intrinsic property of sulfur to avoid the tetra-

valent species (sulfuranes; for a more in-depth

analysis, see SM) (40).

Reactivity studies: (3+2) Cycloaddition and

consecutive C(sp3)-atom transfer

Reactivity studies of3 toward consecutive C(sp
3
)-

atom transfer were subsequently carried out

(Fig. 3). Upon treatment of 3 with p-acceptor–

substituted olefins, complete consumption of

the starting materials was observed in a few

minutes at room temperature (step A in Fig. 3).

For instance, in the case ofN-methylmaleimide,

the desired pyrazoline sulfur ylide 5a can be

isolated after 15 min with an excellent yield

(91%). 1,1-Disubstituted olefins with two or

one ester groups (5b to 5d), and tri- and tetra-

substituted olefins all yielded the desired

cycloadducts (5e and 5f) cleanly. Olefinic re-

actants that are not p-acceptor–substituted

were also reactive. Norbornene led to 5g iso-

lated as a single exo diastereomer (91%) and

even cyclopentene afforded very slowly (4 days)

the desired cycloadduct 5h (31%), whereas

cyclohexene and 1-octene were unreactive. The

reactivity of angle-tensioned double bonds fol-

lows the same trend as that observed for the

kinetics of the reaction of azides with dipolar-

ophiles (41). Nonactivated styrene derivatives

required longer reaction times (48 hours for 5i

and 5j, 15 min for 5k) but afforded the desired

cycloadducts (5i to 5k) in moderate to good

yields (59 to 71%). Heteroaromatic olefins such

as a 2-pyridine–derived olefin and alkyl or aryl

olefins as well as fluorinated (CF3) olefins af-

forded the (3+2) cycloaddition products 5l to

5n, respectively. If longer reaction times were

chosen for the reaction of 3 with monosubsti-

tuted olefins or 1,2-disubstituted olefins, instead

of the expected cycloaddition products 5, the

functionalized pyrazoles 6a to 6f could also be

obtained in high yields (49 to 99%) (42). In this

case, the fast (3+2) cycloaddition is followed by

a slower 1,3-proton shift and Ph2S elimination,

which leads to the aromatic pyrazoles (step B

in Fig. 3). Products 5g and 5h do not aroma-

tize to the pyrazoles, most likely because of the

lackof C–Hacidity. Low-temperatureNMRstud-

ies with dimethyl fumarate and dimethyl malo-

nate confirmed a stepwise (3+2) cycloaddition

Fig. 3. (3+2) Cycloaddition to sulfur ylides 5 (step A) and pyrazoles 6 (step B). Step A: The reaction

with olefins (1 equiv.) was conducted in THF at room temperature for 15 min. *5.0 equiv. of norbornene

for 12 hours; †20.0 equiv. of cyclopentene for 96 hours; ‡48-hour reaction time; §24-hour reaction time.

Step B: The reaction with monosubstituted or 1,2-disubstituted olefins were conducted in THF at room

temperature for 1 hour. ¶NMR yield; #12-hour reaction time.
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mechanism in which both afforded the same

trans-stereochemical outcome (5o) (figs. S76

and S77).

Next, we investigated whether the remain-

ing S-ylide moiety of the pyrazolines 5 shows

the desired cyclopropanation reactivity (step

B1 in Fig. 4). The maleimide-based sulfur ylide

5a was treated with one equivalent (equiv.)

ofN-methyl maleimide to afford cyclopropane

7a in good yield (67%), which could also be

obtained directly from 3 with 3.0 equiv. of

N-methylmaleimide in a one-pot process with

the same yield (67%). This result showcases a

C(sp
3
)-atom transfer, forming three new C–C

bonds in a single step. Theuse of the sulfur ylides

5b and 5c together with N-methyl maleimide

led to the corresponding cyclopropanes 7b and

7c in excellent yields. The reaction of the S-ylides

5with fumaric andmaleic acid esters afforded

the spiro compound 7dwith the same relative

configuration in agreement with a stepwise

Corey-Chaykovsky–type mechanism (43). Diester

S-ylide 5b, ester/alkyl S-ylide 5c, diaryl S-ylides

5i to 5k, heteroaromatic/alkyl S-ylide 5l and

Fig. 4. Stepwise C(sp3)-

atom transfer to access

spiro[2.2]pentanes (steps B1

and C1) and oxaspiro[2.2]

pentanes (steps B2 and C2).

Step B1: The one-pot reaction

with olefins in two steps

was conducted in THF at 50°C

for 2 hours. *Conducted

starting at −40°C and then

warmed up to room temper-

ature with 3.0 equiv. of

N-methyl maleimide;

†Conducted with isolated

S-ylides; ‡One-pot reaction

in which the first step took

96 hours. Step C1: N2 extrusion

reaction at 130°C in deuterated

bromobenzene (C6D5Br) for

3 hours. §At 165°C for 48 hours;

¶At 150°C for 5 hours. Step B2:

The reactions of pyrazoline 5

with aldehydes were conducted

in THF. Step C2: N2 extrusion

at 80°C in C6D6. #Conducted

in one step from 5k and pyrene-

1-carbaldehyde.
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fluorinated S-ylides 5m and 5n could all be

trapped with dimethyl fumarate to afford the

cyclopropanationproducts7e to7l. Only S-ylides

substituted in the a-position (5e and 5f) were

unreactive; however, the a-substituted cyclo-

pentane–containing S-ylide 5h also gave the

desiredproduct7m. The trappingwasnot limited

to maleimide and dimethyl fumarate but could

also be applied to other electron-deficient olefins,

including acrylonitrile or 1,1-diester olefins to

give 7n and 7o in high yields (94 to 95%).

The next step was to complete the consec-

utive C(sp
3
)-atom transfer (step C1 in Fig. 4).

Spirocyclopropane-containing 1-pyrazolines

are known substrates for ring-contraction

processes, which can be used to synthesize

spiro[2.2]pentanes through liberation of N2

(44, 45). This strategy was exemplified for all

15 1-pyrazolines 7a to 7o, which were typically

heated to 130°C. Regardless of the substitution

pattern (except 7b and 7d featuring 1,1-diester

moieties and 7m containing the cyclopentane

fragment),N2was released smoothly, andhighly

substituted spiro[2.2]pentanes 8a, 8c, and 8e

to 8owere obtained in typical excellent yields.

As a proof of concept, a one-pot sequence

was developed for the intermolecular C-atom

transfer starting from the bench-stable S/P

salt 1a with in situ–generated 3. Without iso-

lation of either 2a or 3, sequential addition of

two different olefins afforded the cyclopro-

panation product 7e in 97% yield (561 mg).

N2-liberation under heating gives the C-atom

Fig. 5. Single step spiro-

C(sp3)-atom transfer to

afford bridged spiropen-

tanes. The reactions were per-

formed in THF. The two-atom

linker reactions (13a to 13d)

were conducted at room tem-

perature. The three-atom linker

reactions were conducted

starting at −78°C, with the

temperature gradually

increased to 70°C. The

generation of tricycles

15 was conducted at −78°C and

warmed up to room temper-

ature. *Conducted at −78°C

and heated to 120°C; †The

irradiation reaction was con-

ducted with 370 nm light at

room temperature for 12 hours;

‡70°C for the thermolysis

reaction of cis-13h. In the x-ray

structures of cis- and trans-

13h, the N-tosyl group was

omitted for clarity. a: LiAlH4

(2.0 equiv.) in THF, 0°C,

40 min; b: NaOH (1.05 equiv.),

THF-methanol (THF-MeOH)

(40:1), room temperature,

17 hours; c: pyrrolidine

(1.4 equiv.), 1-ethyl-3-(3-

dimethylaminopropyl)carbodi-

imide (EDC) (1.6 equiv.),

4-dimethylaminopyridine

(DMAP) (0.2 equiv.), CH2Cl2,

room temperature, 16 hours;

d: slow reaction at room

temperature or quantitative

upon heating (see SM).
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transfer product 8e in 85% yield (413 mg) (see

SM for details).

S-ylides are also established in the synthesis

of epoxides (30, 31). Aiming to broaden the

applicability of reagent 3, we targeted the syn-

thesis of spirocyclic epoxides. As a proof of con-

cept, sulfur ylides 5i and 5k reacted with

formaldehyde or (hetero)aromatic aldehydes

to give the spiro-heterocycles 9a to 9e in good

to excellent yields (69 to 95%; step B2 in Fig.

4). In the case of the unsubstituted epoxides

9a and 9b, the desired thermally induced re-

lease of N2 proved to be unproblematic [80°C

for 24 hours in deuterated benzene (C6D6)] to

afford the oxaspiro[2.2]pentanes 10a and 10b

in high yields (91%; step C2 in Fig. 4). Aro-

matic epoxides 9c to 9e gave the substituted

cyclobutanones 11a to 11c in excellent yields

(90 to 94%), which could also be accessed in

one step without isolation of the spiro-cycle

(45% for 11d). In the latter case, the generation

of the desired spirocyclic epoxide ismost likely

followed by a Meinwald-type rearrangement,

whereby the higher-substituted carbon atom

migrates (46, 47). The three-step sequence we

have presented demonstrates the capacity of 3

to incorporate two flat olefins or olefin/aldehyde

moieties into a 3D (oxa)spiro[2.2]pentane scaf-

fold via C(sp
3
)-atom transfer in excellent over-

all yields.

Reactivity studies: Single-step

spiro-C(sp3)-atom transfer

Encouraged by the reaction sequence leading to

(oxa)spiro[2.2]pentanes, we aimed for a single-

step spiro-C(sp
3
)-atom transfer and selected

acceptor-substituted 1,5-hexadienes 12a to 12d

as starting materials in which cycloaddition

and cyclopropanation can occur in the same

molecule. Intriguingly, after only 30 min at

room temperature, the reaction of 3 with di-

methyl or diethyl 2,5-dimethylenehexanedioate

afforded in one step the complex tricyclic spiro-

pentanes 13a and 13b (69 to 72%) in which N2

loss occurred (Fig. 5). The underlying highly

strained (strain energy around 80 kcal mol
−1
)

(48, 49) tricyclic scaffold (tricyclo[4.1.0.0
1,3
]

heptane)was first reported by Skattebøl in 1966

(50). However, synthetic access proved to be

problematic and low yielding, and for func-

tionalized representatives, synthetic approaches

are completely lacking. As a proof of concept,

the reaction could also be performed with
13
C-

labeled 3-13C, cleanly resulting in 13a-13C in

which a single
13
C-atom is directly incorpo-

rated. Such labeling could be interesting for

future advanced labeling strategies (
11
C or

14
C). Also, a one-pot strategy was developed

for the intramolecular C(sp
3
)-atom transfer

with in situ–generated compound 3 (Fig. 5, top

right). Without isolation of any air-sensitive

intermediate, the one-pot transformation af-

forded tricycle 13a in 81% yield (862mg; see SM

for details). Additionally postfunctionalization

of the tricyclo[4.1.0.0
1,3
]heptane building block

was demonstrated by reduction to give the diol

13aI (91%), which proved to be robust toward

degradation at 80°C over several hours (fig.

S283). Selective monosaponification afforded

the stable ester/acid building block 13aII (98%),

which could be coupled to give the amide 13aIII

(81%), paving the way toward embedding the

3D structures into pharmaceutically relevant

drug targets.

The ortho-phenyl–bridged diene gave the tet-

racyclic system (13c) with a yield of 85%. This

is notable considering the complexity of the

underlying mechanism, the number of ele-

mentary steps involved in this one-pot trans-

formation, and themarkedly high strain of the

system. The newly introduced spiro-C-atom

contains four new C–C bonds and is highly dis-

torted into a seesaw-disphenoidal geometry,

in which the annulated C–C bond [1.412(2) Å]

is elongated to decrease the strain (51). Because

of the high strain, 13c undergoes slow decom-

position in solution (fig. S225) (51), whereas all

the other saturated tricycles are stable at room

temperature. The C2 symmetric tricycle class

features two ester moieties which, based on

x-ray analysis, are oriented para in 3D space,

but with a sideways-shifted offset (fig. S311).

The C-atom transfer is also applicable to an

unsymmetrical two-atom-linker startingmaterial,

which affords the ester/nitrile functionalized

tricyclo[4.1.0.0
1,3
]heptane 13d.

Ring-size variation and heteroatom incor-

poration were then investigated. Switching

to a longer three-atom tether (CH2, O, and S

moieties) enables isolation of the heterosub-

stituted tricyclo[5.1.0.0
1,3
]octanes 15e to 15g in

high yields in which three new stereocenters

are introduced. Presumably owing to the de-

creased ring strain of the tricyclic interme-

diate, no spontaneous dinitrogen liberation

occurred. A nonsymmetrical diene afforded

the tricycle 15i, in which the (3+2) cycloaddi-

tion occurred on the ester substituted olefin

while the cyclopropanation occurred on the

nitrile substituted olefin.

Using a 1,6-heptadiene that also contains

heteroatoms (O, S) in the linker chain gave,

upon heating, the desired bridged spirotri-

cycles 13e to 13g in moderate (13e, 55%; 13f,

28%; and 13g, 53%) yield, without the isola-

tion of the intermediate 15 being required.

Besides the desired products (13e to 13g),

azabicyclo[3.2.0]heptanes 14e and 14f were

formed as by-products. Thermal isomerization

of spiro[2.2]pentanes to methylenecyclobu-

tanes is well known but usually requires harsh

reaction conditions, for example, 355°C for

27 hours (52), and does not proceed with iso-

lated 13e to 13g under the reaction condi-

tions. A N-tosyl (N-Ts) bridge led to tricycle

15h, which could be scaled up in a one-pot

sequence (67%, 516 mg), analogous to the con-

ditions for 13a. Heating at 70°C afforded the

expected tricycle 13h in low yield (15%),whereas

the main product is the bicycle 14h. However,

irradiation of 15h with a light-emitting diode

(LED) (370 nm) led in 81% yield to the un-

known cis-tricyclo[5.1.0.0
1,3
]octane 13h (cis:

trans = 9:1). Addition of a triplet photosen-

sitizer such as benzophenone (53) led to a de-

crease in the cis:trans selectivity (3:1; fig. S261).

The cis-tricyclo[5.1.0.0
1,3
]octane core was cal-

culated to have a high strain energy (97 versus

66 kcal mol
−1
for trans) (54), which shows the

largest structural deformation (twisting) of any

reported spiro-cyclopentane based on a CCD

search (see fig. S310). At room temperature,

the cis compound slowly rearranged to the

olefin 14h. We assume that the thermal N2 lib-

eration generates both cis and trans tricycles,

whereas under these conditions, the cis pro-

duct rearranges to 14 (for a mechanistic pro-

posal, see fig. S273).

These fascinating, rigid 3D scaffolds have

so far received no attention in drug design as

bioisosteres (55). Considering the ease of ac-

cessing the functionalized tricyclo[4.1.0.0
1,3
]

heptane and cis- or trans-heteroatom–substituted

tricyclo[5.1.0.0
1,3
]octane cores, we are con-

vinced that besides applications of these scaf-

folds, other distinct chiral 3D building blocks

could easily be assembled using the new C(sp
3
)-

atom transfer reagent.

Conclusions

We have demonstrated that diazosulfur ylide

Ph2S=C=N2 (3) is a broadly applicable C(sp
3
)-

atom transfer reagent for the stepwise or

single-step construction of up to four new C–C

bonds around a highly strained spiro-C-atom.

(Oxa)spiropentanes can be rapidly generated

and even embedded into rigid tricyclic scaf-

folds. We are convinced that these findings

will stimulate the exploration of additional

C(sp
3
)-atom transfer reactions, enable access

to advanced 3D scaffolds, and extend C-atom

transfer into other fields such as main-group

and transition-metal chemistry.
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Neuronal FAM171A2 mediates a-synuclein fibril
uptake and drives Parkinson’s disease
Kai-Min Wu1, Qian-Hui Xu2,3, Yi-Qi Liu1, Yi-Wei Feng1, Si-Da Han1, Ya-Ru Zhang1, Shi-Dong Chen1,

Yu Guo1, Bang-Sheng Wu1, Ling-Zhi Ma4, Yi Zhang1, Yi-Lin Chen1, Liu Yang1, Zhao-Fei Yang5,

Yu-Jie Xiao6, Ting-Ting Wang7, Jue Zhao1, Shu-Fen Chen1, Mei Cui1, Bo-Xun Lu8, Wei-Dong Le5,9,

You-Sheng Shu6, Keqiang Ye10,11, Jia-Yi Li12,13, Wen-Sheng Li14, Jian Wang1, Cong Liu2,15,16*,

Peng Yuan1,17*, Jin-Tai Yu1*

Neuronal accumulation and spread of pathological a-synuclein (a-syn) fibrils are key events in

Parkinson's disease (PD) pathophysiology. However, the neuronal mechanisms underlying the uptake of

a-syn fibrils remain unclear. In this work, we identified FAM171A2 as a PD risk gene that affects a-syn

aggregation. Overexpressing FAM171A2 promotes a-syn fibril endocytosis and exacerbates the spread

and neurotoxicity of a-syn pathology. Neuronal-specific knockdown of FAM171A2 expression shows

protective effects. Mechanistically, the FAM171A2 extracellular domain 1 interacts with the a-syn

C terminus through electrostatic forces, with >1000 times more selective for fibrils. Furthermore, we

identified bemcentinib as an effective blocker of FAM171A2–a-syn fibril interaction with an in vitro

binding assay, in cellular models, and in mice. Our findings identified FAM171A2 as a potential receptor

for the neuronal uptake of a-syn fibrils and, thus, as a therapeutic target against PD.

P
arkinson’s disease (PD) is a neurode-

generative disorder affecting motor and

cognitive functions (1–3). Aggregations

of pathological a-synuclein (a-syn) in var-

ious brain regions mediate the progression

of the disease (4, 5). Aggregated a-syn proteins

form fibrils that act in a prion-like manner,

spreading a-syn pathology in various regions of

the brain (6, 7). However, the molecular mech-

anism underlying the interneuronal transmis-

sion remains unknown.

Previous studies indicated that the patholog-

ical a-syn is internalized by endocytosis (8, 9)

with different receptors (10–12); however, the
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specific receptors on neurons remain to be fully

identified. We previously reported that the

single-nucleotide polymorphism rs708384 of

FAM171A2 is associated with an increased

risk for PD (13). The amount of FAM171A2 in

the cerebrospinal fluid (CSF) is increased in

individuals with PD and correlates with indi-

cations of high a-syn aggregations in the brain

(Fig. 1). In this study, we hypothesized that

FAM171A2may be involved in the interneuronal

spread of a-syn pathology. We systematically

tested this hypothesis by using a mouse model

of a-syn pathology propagation.We established

a causal relationship between FAM171A2 ex-

pression and neuronal uptake of a-syn fibrils as

well as its downstream neurotoxicity. Combin-

ing biochemical and structural approaches, we

identified the biophysical basis underlying the

FAM171A2–a-syn interaction. We further found

that a small molecule, bemcentinib, blocked this

interaction in cultured cells and in vivo. Taken

together, our data revealed that FAM171A2 is a

specific mediator for a-syn fibril internaliza-

tion and that antagonizing this interactionmay
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Fig. 1. Elevated FAM171A2 expression correlates with a-syn pathology in

patients with PD. (A) Associations between FAM171A2 variants and PD risk.

Chang 2017 refers to reference (34). (B) Immunohistochemical images of

FAM171A2 protein expression in human midbrain tissues. The insets show examples

of higher magnification in the dashed rectangles. Arrows indicate heightened staining

of FAM171A2. Scale bar, 20 mm. NC, normal control. (C) Quantification of FAM171A2

expression in (B) by average optical density measurement (N = 10 to 15 cells). Data

are expressed as means ± SEM and were tested with one-way analysis of

variance (ANOVA) by cells and unpaired t test by subjects. A.U., arbitrary units.

(D) Representative dot blot image of FAM171A2 expression in CSF samples from

sporadic PD patients (N = 30) and age- and sex-matched neurological NCs (N = 30).

(E) Densitometric analysis of FAM171A2 amounts in PD patients and NCs. Boxplots

depict the median and 25th and 75th quartiles, whereas whiskers represent the full

range. Statistical significance was determined with an unpaired t test. (F) CSF

FAM171A2 amounts in PD patients and NCs from PPMI cohort. Boxplots depict the

median and 25th and 75th quartiles, and whiskers represent the full range. Statistical

significance was determined by using regression models adjusted for sex and age.

RFU, relative fluorescence units. (G to I) Scatterplots showing the correlation between

FAM171A2 and total a-syn amounts in CSF (G), the time to threshold (TTT) of

a-syn SAA (aS-SAA) (H), and the time to 50%max fluorescence (T50%) of a-syn SAA

(I) in patients with PD. Measurements in (G) to (I) were adjusted for age, sex, and

progranulin expression. Linear trend lines are shown, and the 95% confidence intervals

are indicated by shading. Coefficients of determination (R2) are 0.29 (G), 0.07 (H),

and 0.06 (I). Estimate regression coefficients (b) and P values are shown. UKB, UK

Biobank; Meta-P, P value for meta-analysis; SNPs, single-nucleotide polymorphisms; Pos,

the chromosomal position in base pairs according to the human genome build hg19;

Freq, frequency; NC, neurological normal control; PPMI, Parkinson’s Progression

Markers Initiative cohort; h, hours.
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Fig. 2. FAM171A2 controls

PFFs inoculation-induced

a-syn pathology and

neurotoxicity. (A) Represen-

tative images of double

immunostaining for p-a-syn

(green) and TH (magenta)

in the SN of different groups

3 or 6 months after a-syn

PFF treatment. Staining with

4′,6-diamidino-2-phenylindole

(DAPI) is shown in blue.

Scale bar, 100 mm. Insets

show examples of higher

magnification; scale bar,

50 mm. (B) Quantification of

the ratio of p-a-syn–positive

area to the TH-positive area in

the SN on the PFF injection

side (N = 4 to 5 mice per

group, 6 brain sections per

mouse). (C) Representative

images of TH immunohisto-

chemistry in SN sections

from different groups 3 or

6 months after PBS or a-syn

PFF treatment. Arrows indi-

cate lesions. Scale bar,

200 mm. (D) Stereological

counting of TH-positive neu-

rons in the right SN of mice

from the indicated experi-

mental group (N = 4 to

5 mice per group, 7 to

9 brain sections per mouse).

(E) Representative images

of TH immunohistochemistry

in striatum sections 3 or

6 months after PBS or a-syn

PFF treatment. Arrows indi-

cate lesions. Scale bar,

500 mm. (F) Quantification of

TH fiber density in striatum

determined by average

optical density measurement

(N = 4 to 5 mice per group).

(G) Schematic of the motor

function tests in different

groups treated with PBS or

a-syn PFFs at 6 months

after treatments. (H) Three-

dimensional (3D) scatterplot

of the mice motor performance.

The black arrow connects

the centroid of the PBS-treated

wild-type group to a-syn

PFF-treated wild-type group.

The red arrow indicates the distance between a-syn PFF-treated wild-type to the FAM171A2-overexpressing group. The blue arrow identifies the distance between a-syn

PFF-treated wild-type to FAM171A2-knockdown groups. (I) Quantification of the Mahalanobis population vector distances toward the PBS-treated wild-type group 6 months

after treatment in the 3D scatter plot shown in (H). In all panels, data are presented as mean ± SEM. For (I), one-way ANOVA with a Tukey’s post-test was used. For

panels B, D, and F, two-way ANOVA with a Tukey’s post hoc test was used. ns, not significant; *P < 0.05; **P < 0.01; ***P < 0.001. Ctrl, control; OE, overexpression;

WT, wild type; KD, knockdown; SNpc, substantia nigra pars compacta; L, left; R, right.
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Fig. 3. FAM171A2 mediates a-syn endocytosis and regulates a-syn pathology spread. (A) Representative immunoblots of insoluble a-syn, p-a-syn, and

b-actin in primary cortical neurons after PBS or a-syn PFF treatment in indicated groups. (B and C) Quantification of insoluble p-a-syn (B) and a-syn (C) amounts

in (A). N = 3 independent experiments. (D) Representative p-a-syn (magenta) immunofluorescence images in primary cortical neurons with different FAM171A2

amounts after treatment with a-syn PFFs for 14 days. MAP2, green; DAPI, blue. N = 8 independent experiments. Scale bar, 20 mm. (E) Quantification of p-a-syn
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represent a therapeutic target against a-syn

propagation in PD.

Increased FAM171A2 expression correlates

with a-syn pathology in samples from

individuals with PD

Wepreviously reported that FAM171A2 rs708384

is associated with the risk of PD (13). To fur-

ther characterize the associations between all

common variants of FAM171A2 and PD risk,

we performed a large meta–genome-wide as-

sociation study (GWAS) in PD using data from

more than 1 million total participants. Our analy-

ses revealed significant associations between PD

risk and five variants of FAM171A2: rs850738

[odds ratio (OR) = 1.05, P = 1.95 × 10
−9
], rs708383

(OR = 1.05, P = 4.97 × 10
−9
), rs708384 (OR =

1.05, P = 5.38 × 10
−9
), rs71371993 (OR = 1.10, P =

4.74 × 10
−6
), and rs35941271 (OR= 1.08, P= 5.93 ×

10
−5
) (Fig. 1A and table S1). We then performed

immunohistochemical staining of FAM171A2

in postmortem human brain tissues and found

neuronal staining in the midbrain taken from

four healthy brains (controls) and two brains

from patients with PD, with particularly high

signal observed on the plasmamembrane (Fig.

1B).Weobserved elevatedFAM171A2 expression

in patients with PD compared with controls

(Fig. 1C). Transcriptional analysis further showed

that FAM171A2 is expressed in the dopamin-

ergic neurons of the substantia nigra (SN)

as well as in other cell types across different

regions (fig. S1).

We then collected CSF samples from 30 pa-

tients with PD and 30 age- and sex-matched

controls and evaluated their FAM171A2 expres-

sionby immunoreactivity-baseddot blot (Fig. 1D

and table S2). We found that patients with PD

had elevated amount of FAM171A2 in CSF com-

pared with controls (Fig. 1E), which was val-

idated by analyzing data from a larger cohort

of 517 PD cases and 169 controls, obtained from

the Parkinson’s Progression Markers Initiative

(PPMI) cohort (Fig. 1F and table S3). We next

examined the correlation between FAM171A2

and a-syn in the CSF of individuals with PD.

Consistent with previous reports (14), we ob-

served reduced total a-syn expression in indi-

viduals with PD in both cohorts (fig. S2, A to D),

suggesting increased accumulation of a-syn

aggregates in the brain. We also found a sig-

nificant negative correlation between FAM171A2

and CSF a-syn expression among individuals

withPD in the PPMI cohort (b = –0.38,P= 1.39×

10
−15
; Fig. 1G). These results suggested a correla-

tion between elevated FAM171A2 and a-syn ag-

gregation in the brain. Furthermore, the PPMI

cohortmeasuredpathologicala-syn seedusing a

fluorescence-based amplification assay (SAA)

and showed that higher FAM171A2 expression

correlated with shorter times to reach thresh-

old for detection (b = –0.17, P = 0.001; Fig. 1H)

or 50% of the maximum fluorescence (b = –0.18,

P = 0.001; Fig. 1I) in patients with PD, indicating

an association of higher FAM171A2 expres-

sion with increased amounts of pathological

a-syn seeds. We controlled for the potential

confounding effect of progranulin (13). The

progranulin expression in CSF showed no

reduction in individuals with PD compared

with controls (fig. S2, E to H). Thus, elevation

of FAM171A2 is associated with a-syn aggre-

gation in the brain, potentially contributing to

PD pathogenesis.

FAM171A2 controls preformed-fibril inoculation–

induced a-syn pathology and neurotoxicity

To test the causal effect of FAM171A2 on a-syn

pathology, we used a mouse model with in-

trastriatal inoculation of recombinant a-syn

preformed fibrils (a-syn PFFs). Inoculation of

a-syn PFFs leads to a time-dependent accu-

mulation of misfolded a-syn pathology in the

interconnected brain regions (4, 15, 16). This

approach allowed us to dissect the specific

process of pathogenic a-syn propagation. We

visualized the fibrils formed from a-synmono-

mers with transmitted electron microscopy

(fig. S3A) and confirmed themultimeric forms

by SDS–polyacrylamide gel electrophoresis anal-

ysis (fig. S3B). In addition, these a-syn PFFswere

fully capable of inducing the formation of

phospho-Ser
129

a-syn (p-a-syn)–positive inclu-

sions (fig. S3C), a feature indicative of patholog-

ical misfolding of a-syn (17, 18). To manipulate

FAM171A2,wedevelopedFAM171A2overexpres-

sion and knockdownmouse models. Injection

of adeno-associated viruses (AAVs) into the

right SN increased the expression of FAM171A2

protein (fig. S4, A to F). In addition, we utilized

the CRISPR-Cas9 genome editing system to de-

lete the exons 4 to 7 in FAM171A2 gene. Because

of the lethality of homozygous FAM171A2knock-

outs, heterozygous mice (FAM171A2
+/−

) were

used for this study; these animals showed no

evident morphological or behavioral abnor-

malities (fig. S4, E to N).

Injection ofa-syn PFFs (2 mg/ml) into the right

dorsal striatum resulted in uptake of PFFs

through axonal terminals (fig. S5), leading to

accumulation of a-syn PFFs in the ipsilateral

SN. Three or 6 months after inoculation, we

found that FAM171A2 overexpression led to an

increased p-a-syn pathology in SN compared

with control mice, whereas FAM171A2 knock-

downreduced the accumulationof p-a-synpath-

ology compared with controls (Fig. 2, A and B).

Previous work showed that p-a-syn pathology

produces toxicity to tyrosine hydroxylase (TH)–

positive dopaminergic neurons, leading tomo-

tor dysfunction in PD (19, 20). Having found

that FAM171A2 controlled the accumulation of

p-a-syn pathology in SN, we next examined the

impact of FAM171A2 amounts on a-syn PFF–

induced neurotoxicity. Consistent with the

effect on a-syn pathology, FAM171A2 overex-

pression led to a more pronounced loss of TH-

positive neurons and fiber degeneration,whereas

FAM171A2 knockdown was neuroprotective (Fig.

2, C to F). Furthermore, pole test, rotarod test,

and wire hang test revealed that FAM171A2

overexpression worsened a-syn PFF–induced

behavior deficits, whereas FAM171A2 knock-

down showed performance similar to that mea-

sured in wild-type mice (Fig. 2, G to I, and fig.

S6). To directly test the necessity of FAM171A2 of

neuronal origin for a-syn PFF–induced pathol-

ogy, we developed amousemodel with neuronal-

specific knockout of FAM171A2 (Nes-Cre
+
:

FAM171A2
flox/flox

; fig. S4, E and F). Following a

3-month incubation period with a-syn PFFs,

the neuron-specific knockout of FAM171A2 re-

produced all the protective phenotypes ob-

served in the whole-body knockdown mice

(fig. S7). Taken together, our findings indicate

that neuronal FAM171A2 bidirectionally mod-

ulates the accumulation of a-syn pathology

and affects PFFs neurotoxicity.

FAM171A2 mediates the endocytosis

of a-syn fibrils

We next used an in vitro cellular model to study

the mechanism underlying FAM171A2’s regula-

tion ona-syn pathology. Primary cortical neurons

were transfected with AAV to either overexpress

or knockdown FAM171A2 (fig. S8). Following a

immunofluorescence. (F) Representative images of a-syn PFF uptake in indicated

groups 3 hours after incubation with a-syn PFFs-488; N = 7 independent

experiments. The insets show examples of higher magnification; scale bars,

20 mm. (G) Quantification of the amount of internalized a-syn PFFs in (F).

(H) Western blots showing the expression of FAM171A2 and the amount of a-syn

PFF uptake in different groups of primary cortical neurons 3 hours after incubation

with either a-syn PFFs or PBS. Glyceraldehyde-3-phosphate dehydrogenase

(GAPDH) is blotted as loading controls. (I and J) Quantification of the expression

of FAM171A2 (I) and the amount of a-syn PFF uptake (J) in (H). N = 4 independent

experiments. (K) Representative distribution of p-a-syn pathology (red dots) on

several coronal sections in different groups 6 months after a-syn PFF treatment.

Gray circles denote injected sites. (L) Representative images of p-a-syn pathology

on M2, CPu, BLA, and SN regions in the red boxes in (K). Scale bar, 20 mm.

(M and N) Quantification of the percentage of the p-a-syn occupied area to the total

area of the corresponding slice on the PFFs injection side. N = 4 to 5 mice per group.

For (B), (C), (I), and (J), a two-way ANOVA with a Tukey’s post hoc test was

performed. For (E), (G), (M), and (N), a one-way ANOVA with a Tukey’s post hoc

test was performed. In all panels, data are expressed as mean ± SEM. ns, not

significant; *P < 0.05; **P < 0.01; ***P < 0.001. Ctrl, control; OE, FAM171A2

overexpression; Scrl, scramble control; KD, FAM171A2 knockdown; WT, wild type.
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Fig. 4. FAM171A2 directly interacts with a-syn fibrils. (A) Representative TIRF images showing colocalization of a-syn PFFs (green) with FAM171A2 (magenta) in N2a cells

transfected with FAM171A2-dTomato. Insets show examples of higher magnification of FAM171A2 and a-syn PFFs-488 (indicated by white arrows) at different times. The white circle

is in a fixed position. Scale bars, 5 mm. The upper right panel shows the Venn diagram for FAM171A2 puncta and a-syn PFFs-488 puncta in all imaged cells. The lower right panel

presents the proportion of single labeled puncta in disappeared a-syn PFFs. (B) Coimmunoprecipitation blots testing the interaction between a-syn PFFs and FAM171A2 in N2a cells
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Fig. 5. Blocking the interaction

between FAM171A2 and a-syn

fibrils by bemcentinib prevents

a-syn fibril uptake. (A) Binding

energies of compounds to

FAM171A2 and a-syn binding sites

predicted by MTiOpenScreen.

(B) The chemical structure of

bemcentinib. (C) The inhibition

activity curve for bemcentinib to

block the binding of FAM171A2

domain 1 protein and a-syn PFFs.

N = 3 independent experiments.

(D) Overlay of the 2D
1H-15N HSQC spectra of 20-mM
15N-labeled a-syn alone (blue)

and in the presence of bemcentinib

protein at molar ratios of 1:5

(green) or 1:10 (red). Black boxes

around individual amino acids

show the residues of a-syn with

significant CSDs. The lower panel

shows the residue-specific intensity

ratio (I/I0) of a-syn titrated by

bemcentinib at different ratios.

(E) CSDs of a-syn in the presence

of bemcentinib at a molar ratio

of 1:5 or 1:10. The domain

organization of a-syn is shown

on top. (F) Representative immu-

nofluorescence images showing

the uptake of a-syn PFFs in

FAM171A2-overexpressed or con-

trol N2a cells. Scale bar, 20 mm.

(G) Quantified data of the amount

of a-syn PFF uptake in (F). Data

are expressed as means ± SEM;

N = 5 independent experiments,

compared by two-way ANOVA with

a Tukey’s post hoc test for multiple

comparisons. (H) Representative

images showing the uptake

of a-syn PFFs-488 by TH-positive

neurons in SN after receiving a

7-day treatment with vehicle or

bemcentinib. The insets show

examples at higher magnification.

Scale bars = 50 mm. (I) Quantifica-

tion of the percentage of a-syn PFFs-488–positive, TH-positive neurons in the SN in indicated experiment groups. Data are expressed as means ± SEM; N = 4 to 5 mice per

group, compared by unpaired t test. (J) Quantification of the relative mean intensity of a-syn PFFs-488 in the SN in indicated experiment groups. Data are expressed as

means ± SEM; N = 4 to 5 mice per group, compared by unpaired t test. ns, not significant; **P < 0.01; ***P < 0.001. ppm, parts per million.
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overexpressing FAM171A2-FLAG. (C) Coimmunoprecipitation testing the interaction

between a-syn and FAM171A2 from the postmortem midbrain tissues of controls and

individuals with PD. The asterisk represents a nonspecific band; arrows indicate

possible a-syn bands. N = 2 controls and 2 patients with PD. (D) Representative

images showing the amount of a-syn PFFs binding to HEK293 cells transfected

with full-length or truncated FAM171A2-FLAG. Scale bar, 10 mm. The right panel

shows quantification of PFFs fluorescence as mean ± SEM. N = 8 independent

experiments. A one-way ANOVA followed by Tukey’s post hoc test for multiple

comparisons was performed. (E) The binding curves for a-syn PFFs or monomers to

FAM171A2 domain 1 protein fitted to logistic functions. N = 3 independent

experiments. (F) Overlay of the 2D 1H-15N HSQC spectra of 15N-labeled a-syn alone

(blue) and in the presence of FAM171A2 domain 1 protein at molar ratios of 1:1 (green)

or 1:2 (red). Black boxes show residues in a-syn with significant CSDs. (G) CSDs of

a-syn in the presence of FAM171A2 domain 1 protein at the molar ratio of 1:2. Fc,

crystallizable fragment. (H) Binding affinity of FAM171A2 domain 1 protein with

different a-syn forms tested by ELISA assay. N = 3 independent experiments.

(I) Predicted electrostatic surface model of the a-syn100–140 residues in complex with

FAM171A2 domain 1. The model confidence is 0.38. M, marker; IP, immunoprecipitation;

IB, immunoblotting; FAM171A2 DD1, FAM171A2 domain 1 deletion; FAM171A2 DD2,

FAM171A2 domain 2 deletion. Single-letter abbreviations for the amino acid residues

referenced throughout the figures are as follows: S, Ser; N, Asn; D, Asp; V, Val; Y,

Tyr; G, Gly; E, Glu; M, Met; A, Ala; L, Leu; W, Trp; R, Arg; K, Lys; P, Pro.

RESEARCH | RESEARCH ARTICLES

898 21 FEBRUARY 2025 • VOL 387 ISSUE 6736 science.org SCIENCE



14-day incubation with 2 mg/ml of a-syn PFFs,

we assessed the pathological a-syn contents in

the neurons. Consistentwith the in vivo findings,

increase in insoluble p-a-syn and total insoluble

a-syn amounts were detected in neurons over-

expressing FAM171A2, whereas FAM171A2 knock-

down resulted in a marked reduction of p-a-syn

and a-syn (Fig. 3, A to E). We observed similar

effects when incubation of a-syn PFFs preceded

FAM171A2 manipulation (fig. S9). The ratio of

insoluble p-a-syn to total insoluble a-syn was

not affected by FAM171A2 manipulation (fig.

S10A), indicating no effect of FAM171A2 on the

phosphorylation propensity of a-syn. More-

over, neurons treatedwith phosphate-buffered

saline (PBS) instead of a-syn PFFs showed sim-

ilar endogenous soluble a-syn expression with

or without FAM171A2 manipulations (fig. S10,

B to E), suggesting that FAM171A2 did not in-

fluence the equilibrium between endogenous

a-syn production and degradation. Given these

results, we hypothesized that FAM171A2 might

regulate the internalization of extracellular

a-syn fibrils.

To test our hypothesis, we used a short incu-

bation assay of fluorescently labeled a-syn PFFs

(Alexa-Flour 488) in primary neurons under

different conditions (FAM171A2 overexpression

or knockdown). FAM171A2 overexpression en-

hanced the uptake of a-syn PFFs compared

with wild-type neurons as determined by im-

munofluorescence andwesternblot. By contrast,

FAM171A2 knockdown led to a substantial re-

duction in the uptake compared with control

neurons (fig. 3, F to J). Internalized a-syn PFFs

and FAM171A2 colocalizedwith transferrin, an

indicator substrate for clathrin-mediated en-

docytosis (CME), and with cholera toxin B, a

marker for caveolae-mediated endocytosis

(CvME) (fig. S11), consistent with prior reports

suggesting that a-syn PFFs are internalized

through endocytosis (8, 21, 22). To directly test

the necessity of endocytic pathways, we used

dynasore, an inhibitor targeting CME, and

MbCD, an inhibitor of CvME. We observed that

the heightened a-syn PFF endocytosis caused by

FAM171A2 overexpression was effectively abol-

ished by both these inhibitors, indicating that

these two pathways are necessary for FAM171A2-

mediated internalization of a-syn PFFs (fig. S12).

Thus, these results suggest that FAM171A2might

regulate the endocytosis of a-syn PFFs.

To test whether FAM171A2 may affect the

spread of a-syn pathology between neurons,

we performed in vivo studies measuring the

braindistributionof p-a-synpathology6months

after a-syn PFF inoculation in mice with either

overexpression or knockdown of FAM171A2.

We examined key brain regions known to be

implicated in this model, including the SN,

secondary motor cortex (M2), basolateral amyg-

dala (BLA), and striatumregion (CPu). FAM171A2

overexpression led to an increase in p-a-syn

pathology in SN and CPu compared with that

in wild-type animals (Fig. 3, K toN). In addition,

whole-body aswell as neuronal FAM171A2knock-

down reduced the spread of p-a-syn pathology

across all four brain regions (Fig. 3, K toN, and

fig. S13). Together, these data indicate that neu-

ronal FAM171A2controls the endocytosis ofa-syn

fibrils and also regulates the spread of a-syn

pathology in the brain.

FAM171A2 directly binds a-syn fibrils

To visualize the FAM171A2-mediated endocyto-

sis of a-syn PFFs, we used total internal reflec-

tion microscopy (TIRF) (movie S1). In N2a cells

expressing dTomato-tagged FAM171A2, we ob-

served that most a-syn PFFs (we used a-syn PFFs-

488; see materials and methods) colocalized with

FAM171A2-positive puncta (Fig. 4A). Further-

more, we investigated the disappearance of a-syn

PFF puncta from the plasma membrane, indi-

cative of their internalization into cells. Our

findings revealed that 79% of a-syn PFF dis-

appearance events happened in puncta with

FAM171A2-positive labeling (Fig. 4A, fig. S14, and

movie S2), suggesting that FAM171A2-mediated

endocytosis is among the main routes of a-syn

PFF internalization. Immunoprecipitation ex-

periments in N2a cells showed that molecular

interaction exists between FAM171A2 and a-syn

PFFs (Fig. 4B). Similar immunoprecipitation

experiments in freshly frozen postmortem hu-

man midbrain tissues showed binding between

FAM171A2 and a-syn in samples from individ-

uals with PD but not in brains from healthy

controls (Fig. 4C). These findings support the

interaction between FAM171A2 and pathological

a-syn in both preclinical models and in clinical

samples.

To locate thebindingsiteofa-synonFAM171A2,

we measured the binding of a–syn PFFs to the

cell surface in human embryonic kidney (HEK)

293 cells overexpressing full-length or domain-

truncated FAM171A2 (domain 1, amino acids

30 to 125, anddomain 2, amino acids 126 to 315).

We found that FAM171A2 domain 1 is necessary

for the uptake of a-syn PFFs (Fig. 4D). We then

purified the FAM171A2 domain 1 and estab-

lished an enzyme-linked immunosorbent assay

(ELISA). Domain 1 of FAM171A2 binds to a-syn

PFFs with high affinity [estimated equilibrium

dissociation constant (KD) around 33 nM],

which was about three orders of magnitude

stronger than that measured frommonomeric

a-syn (Fig. 4E). On the other hand, tau and

amyloid b (Ab) monomers or fibrils showed

lower or no affinity to FAM171A2 domain 1 (fig.

S15). Incubating FAM171A2-overexpressing N2a

cells with purified FAM171A2 domain 1 proteins

blocked the internalization ofa-synPFFs (fig. S16),

further verifying the binding between FAM171A2

domain 1 and a-syn PFFs. We further dissected

themolecular interactions between FAM171A2

domain 1 and a-syn using nuclear magnetic res-

onance (NMR) spectroscopy. By labeling the

nitrogen atoms in a-synwith
15
N,wewere able

to map individual amino acid residues with the
1
H-

15
Nheteronuclear single-quantum coherence

(HSQC) spectrum (23). When we titrated the

solutionwith purified FAM171A2 domain 1, we

observed chemical shift deviations (CSDs) in

C-terminal residues ofa-syn (Fig. 4, F andG, and

fig. S17), suggesting a potential binding site. Con-

sistently, deleting the C-terminal region of a-syn

(amino acids 101 to 140) completely abolished

the binding to FAM171A2 domain-1 (Fig. 4H).

We then used AlphaFold-Multimer to pre-

dict the structure of the FAM171A2–a-syn com-

plex. The resulting structure revealed that the

negatively charged a-syn C terminus (Val
118

,

Asp
119
, Asp

121
, Asn

122
, Glu

123
, Ala

124
, Tyr

125
, Glu

126
)

aligned with the positively charged surface of

FAM171A2 domain-1 (Trp
109
, Arg

110
, Val

111
, Asp

112
,

Lys
113
, Pro

115
, Leu

116
, Tyr

117
, Ala

118
) (Fig. 4I). The

predicted interacting residues on a-syn were

closely aligned with those that showed chem-

ical shift deviations in our NMR titration ex-

periments, indicating a faithful representation

of the binding interface. Binding of FAM171A2 to

the a-syn C terminus could potentially explain

the selective affinity of FAM171A2 toward a-syn

fibrils, as our previous study found that the a-syn

C-terminal regionwaspartially shielded inmono-

mers (24) but fully exposed and densely packed

in fibrils (25). Altogether, our data demonstrated

specific binding between FAM171A2 and a-syn

PFFs, providing the structural basis for FAM171A2-

mediated a-syn uptake.

Bemcentinib blocks binding between a-syn

fibrils and FAM171A2

With the predicted complex structure, we per-

formed a virtual screening to identify potential

interfering small molecules with the Drug-lib

database in MTiOpenScreen (26). We reasoned

that candidate molecules should show high af-

finity to the same binding site, thus blocking

interactionbetweenFAM171A2anda-syn through

competition. We screened a collection of 7173

previously approved drugs and found 7 com-

pounds (bolazine, bemcentinib, dihydroergoc-

ristine, Mk3207, dihydroergotamine, OSU-03012,

and abamectin-B1a) with high docking affinities

to interacting residues from both FAM171A2 and

a-syn (Fig. 5A).Wemeasured six out of the seven

molecules for their effects in inhibiting the in-

teraction between FAM171A2 domain 1 and

a-syn PFFswith our ELISA approach and found

that bemcentinib, a drug developed for cancer

treatment (27), showed a strong effect at micro-

molar concentrations (Fig. 5, B and C, and fig.

S18A). To gain structural insights underlying the

effects of bemcentinib,we conductedNMRspec-

troscopy experiments using titration of bemcen-

tinib to the
15
N-labeleda-synmonomer solution.

Bemcentinib caused amarked drop in theHSQC

signal intensity and substantial CSDs in the

C terminus of a-syn, with many affected resid-

uesmatching those found to be the interaction

sites to FAM171A2 domain 1 (Fig. 5, D and E).
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These data suggest that bemcentinib might

interfere with FAM171A2–a-syn interaction by

competing overlapping residues.

We then examined whether bemcentinib

could suppress the endocytosis of a-syn PFFs.

We first measured the effect of bemcentinib in

N2a cells with FAM171A2 overexpression. Pre-

treating N2a cells with 10-mMbemcentinib for

1 hour reduced the amount of a-syn binding to

FAM171A2 and endocytosed into the cells (Fig.

5, F and G, and fig. S18B) but showed no effect

in cells without FAM171A2 overexpression, in-

dicating a potent effect in blocking FAM171A2-

mediated endocytosis of a-syn PFFs. To test

the effect of bemcentinib in vivo, we developed

a liquid chromatography detectionmethod for

bemcentinib and found that bemcentinib could

not cross theblood-brainbarrier (28,29) (fig. S19).

Therefore, we treated wild-type mice that pre-

viously received2.5 ml ofa-synPFFs-488 (2mg/ml)

in the right striatum, with 5 ml of bemcentinib

solution (2.5 mg/ml) injected in the right lateral

ventricle for 7 consecutive days. Bemcentinib did

not cause obvious toxicity to neurons (fig. S20)

or abnormal behavior in treatedmice. However,

bemcentinib reduced the total amount of inter-

nalized a-syn PFFs-488 in the right SN (Fig. 5,

H to J). Together, these findings suggest that

bemcentinib might inhibit the binding between

FAM171A2 and a-syn PFFs in vivo, thus repre-

senting a potential strategy to block the patho-

logical spreadofa-syn fibrils in the context of PD.

Discussion

Several membrane proteins, such as heparan

sulfate proteoglycan (12), low-density lipopro-

tein receptor–related protein 1 (11), lymphocyte-

activation gene 3 (10), Mer tyrosine kinase (30),

and glycoprotein nonmetastatic melanoma pro-

tein B (31), have been proposed as potential me-

diators in the recognition of pathological a-syn.

Despite the keen interest in identifying such

a mediator, these proteins currently lack clear

evidence for neuronal expression, selectivity for

a-syn fibril over monomers, or in vivo efficacy

(11, 12, 32). Our findings identify a binding site

between FAM171A2 and a-syn and provide

strong evidence suggesting that FAM171A2 has

stronger binding affinity to a-syn fibrils compared

with that of monomers. FAM171A2 is expressed

on SN neurons in humans, with elevated ex-

pression and binding with a-syn fibrils detected

in individuals with PD compared with controls.

Altogether, our data suggest that FAM171A2 is a

receptor that directly binds with a-syn fibrils and

controls the neuronal uptake of them (fig. S21).

PD is predominantly marked by motor im-

pairments due to the gradual degeneration of

dopaminergic neurons in SN. The exact neural

mechanisms responsible for the development

of PD remain elusive, but the spread of path-

ological a-syn across different brain regions is

closely linked to the disease's progression (3, 33),

suggesting a fundamental role in its pathoge-

nesis. Currently, the specificmolecular processes

that facilitate the distribution of pathological

a-syn are not fully understood. In this work, we

identified a potential target for limiting the

spread of a-syn fibrils between neurons. We

pinpointed the specific subdomain of FAM171A2

and the corresponding interface on a-syn re-

sponsible for their direct interaction, identify-

ing the key residues involved. Moreover, we

identified bemcentinib, which interferes with

the amino acids critical for the FAM171A2–a-syn

interaction and demonstrated bemcentinib’s

ability to prevent the FAM171A2 and a-syn PFF

binding and to block the uptake of a-syn PFFs

in mice. Although bemcentinib may not be di-

rectly applicable in a clinical setting owing to its

low efficacy in brain penetrance, ourmethod of

using structural analysis opens the possibility

to discover effective drugs based onour findings.

Altogether, we identified a pathway potentially

involved in the spread of a-syn fibrils between

brain areas and suggest a compelling strat-

egy for impeding this process in individuals

with PD.
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 Although I felt confident at my 

work bench and comfortable dis-

cussing my research with my men-

tor and lab mates, my introvert 

nature silenced me when I faced a 

larger, unfamiliar audience. Prior 

to graduate school, I had no ex-

perience in public speaking, and 

now the fear overwhelmed me. But 

with another seminar just a couple 

of months away and more public 

speaking ahead, I refused to let my 

nerves hold me back again.

I took a drastic step outside my 

comfort zone to sign up for an open 

mic event at a local stand-up com-

edy club in Bengaluru, India. I’d 

always admired the confidence of 

stand-up comedians, and I thought 

the jovial atmosphere might allow a 

bit more room for error.

Although my jokes did not receive 

thunderous applause, I was surprised to find I enjoyed my 

time on stage. And I felt I could do better. I approached Sania, 

a brilliant comic whose wit and eloquence made her the 

highlight of the evening. Sania offered three invaluable tips.

“Attend more open mic events,” she advised. “Watch more 

comics perform.” Though she meant to help me succeed as a 

comedian, her suggestion helped me improve my upcoming 

research presentation. For the next few months, I attended 

numerous seminars at my institute, observing how skilled 

orators presented their stories and conveyed complex scien-

tific data through easily digested takeaways.

Sania’s next piece of advice was to write and rewrite 

a script. Although some speakers can improvise, I found 

value in preparation. The script was a bridge from my clut-

tered thoughts to spoken words. It helped me maintain a 

logical flow, avoid rambling, and refine my timing. Most 

important, having a clear road map reduced my anxiety.

Sania saved her most valuable advice for last: Practice! 

With my script in hand, I began to rehearse my research 

presentation tirelessly. Alone, with colleagues, and even 

with unsuspecting visitors—every 

audience counted. I practiced every 

pause and hand gesture. Initially, it 

felt forced and unnatural. However, 

with each iteration, my presenta-

tion became more fluid and or-

ganic. Slowly but surely, my words 

morphed into muscle memory.

When the time came for my next 

research presentation, the difference 

was clear. My confidence, eloquence, 

and presentation skills had improved 

dramatically. I finished to applause 

rather than an awkward silence.

Unexpectedly, this process ben-

efited my research. I began to view 

science through a storyteller’s lens. 

Instead of merely presenting the re-

sults of my experiments, I used my 

data set to tell a story. The genes 

and proteins I studied became 

enigmatic characters in an unfold-

ing drama. I sought to identify gaps in the narrative of my 

research and design my experiments to advance the story.

I have continued to sharpen my public speaking skills 

on various stages and now share my research with confi-

dence. But I’ll always be grateful for that pivotal moment of 

stage paralysis—when I failed to convey my findings despite 

months of painstaking research. That experience taught me 

that generating data is only part of doing science. Effective 

communication is just as important.

After coming to the United States for a postdoc, I joined 

Toastmasters, a nonprofit that aims to help people mas-

ter public speaking, and I’m now the president of my 

university’s chapter. I share Sania’s advice to prepare and 

practice with researchers who attend our meetings. I also 

tell them data points and graphs aren’t just numbers and 

lines—they tell stories. Realizing that is the key to sharing 

them with the world. j

Avraneel Paul is a postdoctoral fellow at the University of Alabama 

at Birmingham. Send your career story to SciCareerEditor@aaas.org.

“I took a drastic step 
outside my comfort zone to sign up

 for an open mic event.”

Comic relief

G
ood afternoon, everyone. Glad you all could join me today. I am excited to share my research on 

…” Uh-oh. “I am excited to share my research on …” Oh no! No! No! “… my research on …” Why 

is this happening to me? My knees were buckling; my throat felt drier with every second. It was 

the annual seminar at my department, where all Ph.D. students had to present their research 

progress. I looked around the lecture hall and saw 50 pairs of keen eyes staring at me, antici-

pating my next words. I was certainly not glad they had joined me, nor excited to be speaking.

By Avraneel Paul
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Courses course dates / applications due

Tutorials in Genomics & Bioinformatics: RNA-Seq
Analysis May 11 - 13 / no application, rolling admission

Advanced Bacterial Genetics June 2 - 22 / March 1

Ion Channels in Synaptic & Neural Circuit Physiology
June 2 - 22 / March 1

Mouse Development, Stem Cells & Cancer
June 2 - 22 / March 1

Pancreatic Cancer June 3 - 10 / March 1

Statistical Analysis of Genome Scale Data
June 6 - 20 / March 1

Metabolomics June 6 - 22 / March 1

Vision: A Platform for Linking Circuits, Behavior &
Perception June 12 - 28 / March 1

Advanced Techniques in Molecular Neuroscience
June 26 - July 12 / March 15

Single Cell & Spatial Transcriptomics Analysis
June 26 - July 14 / March 15

Drosophila Neurobiology: Genes, Circuits & Behavior
June 26 - July 17 / March 15

Frontiers & Techniques in Plant Science
June 26 - July 17 / March 15

Neural Data Science July 7 - 21 / March 15

Autism Spectrum Disorders July 22 - 29 / March 31

Synthetic Biology July 22 - August 5 / March 31

Chromatin, Epigenetics & Gene Expression
July 22 - August 10 / March 31

Imaging Structure & Function in the Nervous
System July 22 - August 12 / March 31

Yeast Genetics & Genomics
July 22 - August 12 / March 31

Neuroscience of Addiction
July 29 - August 5 / March 31

Bench to Biotech August 5 - 12 / March 31

Proteomics August 5 - 19 / March 31

Macromolecular Crystallography
October 12 - 28 / July 15

Programming for Biology
October 12 - 28 / July 15

Antibody Engineering &
Display Technologies
October 14 - 28 / July 15

High Throughput Neuroanatomy
October 16 - 28 / July 15

Tutorials in Genomics & Bioinformatics
November 9 - 11 / no application, rolling admission

Advanced Sequencing Technologies &
Bioinformatics Analysis November 9 - 22 / August 15

Scientific Writing Retreat November 10 - 15 / August 15

Computational Genomics December 2 - 10 / August 15

Meetings meeting dates / abstracts due

Probabilistic Modeling in Genomics March 5 - 8

Network Biology March 11 - 15

Nucleic Acid Therapies March 19 - 22

Cancer Genetics: History & Consequences
March 26 - 29

Ubiquitins, Autophagy & Disease April 1 - 5

Brain Barriers April 8 - 12

Systems Immunology April 22 - 26

Telomeres & Telomerase April 29 - May 3

Biology of Genomes May 6 - 10

Mechanisms of Metabolic Signaling
May 13 - 17 / February 21

Retroviruses May 19 - 24 / February 28

89th Symposium: Senescence & Aging
May 28 - June 1 / March 7

Genomic Data Science and Beyond with
Galaxy & Bioconductor June 23 - 26 / April 4

Advances in Brain Tumor Research & Therapy
July 17 - 20 / April 25

Genome Engineering: CRISPR Frontiers
August 12 - 16 / May 23

Eukaryotic mRNA Processing August 19 - 23 / May 30

Mechanisms of Eukaryotic Transcription
August 26 - 30 / June 6

Eukaryotic DNA Replication & Genome Maintenance
September 2 - 6 / June 13

Microbial Pathogenesis & Host Response
September 8 - 12 / June 20

Biology of Cancer: Microenvironment & Metastasis
September 16 - 20 / June 27

Cell Fate Conversions September 24 - 27 / July 7

Bioengineered Tissue Systems & Models
September 28 - October 1 / July 11

Neurobiology of Drosophila October 7 - 11 / July 21

Immune Engineering & Cellular Immunotherapy
October 28 - 31 / August 15

Genome Informatics November 5 - 8 / August 22

Single Cell Analyses November 12 - 15 / August 29

Zebrafish Neurobiology November 19 - 22 / September 5

Plant Genomes, Systems Biology & Engineering
December 3 - 6 / September 12

Assembloids & Complex Cell-Cell Interactions
Across Tissues & Organs
December 8 - 11 / September 19

Cold Spring Harbor Laboratory 2025 Meetings & Courses

meetings.cshl.eduPhoto:The 2024 Chromatin, Epigenetics & Gene Expression Course taking a break on the Christeen off the Cold Spring Harbor Beach



CALL FOR PAPERS
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